FACEBOOK’S FACES

Chinmayi Arun

The case of the suspension of former President Donald Trump’s Facebook and Instagram accounts clarified the relationship between Facebook and its Oversight Board. To understand how, we have to appreciate the complexity of Facebook’s relationships with states, publics, and its own staff.

Scholars have offered brilliant, nuanced accounts of social media platforms’ relationships with states and users. This Essay builds on their work and expands their theorization to account for differences among states, the varying influence of different publics, and the complexity and tensions within companies. Theorizing Facebook’s relationships this way includes less influential states and publics that are otherwise obscured, and renders visible the agency and influence of Facebook’s staff.

Facebook engages with states and publics through multiple parallel regulatory conversations, further complicated by the fact that Facebook itself is not a monolith. This Essay argues that Facebook has many faces — different teams working towards different goals, and engaging with different ministries, institutions, scholars, and civil society organizations. It is also internally complicated, with staff whose sympathies and powers vary and can be at odds with each other. Content moderation takes place within this ecosystem.

This Essay’s account of Facebook’s faces and relationships shows that less influential actors can sway the company through strategic alliances with stronger actors. It discusses where the Oversight Board is placed in this ecosystem, and how far it can oversee Facebook. It suggests that Facebook’s carelessness with those it perceives to be weak or inconsequential can affect the company when powerful allies care or powerful alliances are formed.

I. INTRODUCTION

On January 6, 2021, a mob attacked and breached the United States Capitol, causing deaths and injuries, and threatening the constitutional order.1 Donald Trump, then President, shared two posts on Instagram

---

and Facebook during and immediately after the attack that Facebook removed for violating its Community Standards. One was a video calling the 2020 presidential election “stolen” and “fraudulent,” and the other a statement saying: “These are the things and events that happen when a sacred landslide election victory is so unceremoniously & viciously stripped away from great patriots who have been badly & unfairly treated for so long.” After removing the second post, Facebook blocked Trump’s accounts from posting for an initial twenty-four hours, and then extended the block indefinitely and for at least two weeks until the transition of power took place. Facebook referred its decision to indefinitely suspend Trump’s accounts to its Oversight Board, also inviting the Board’s recommendations about the suspension of political leaders’ accounts.

The “Trump Ban” case, as I am calling it, illuminates the complexity of Facebook’s content-moderation system and the role of its Oversight Board in unusual ways. This makes the case a helpful trigger for the perspective I propose in this Essay. The case is also arguably an inflection point in the relationship of the Board with the company. Although I focus on Facebook, I hope that this frame of reference is useful to everyone trying to understand global social media companies with sophisticated content-governance systems.

Facebook is a polarizing company. Those who engage with it often have strong opinions about its willingness to change. To reconcile these points of view, it helps to stop thinking of Facebook as a monolith. This is clear from the company’s varied engagement with external actors and from the different priorities and goals of its internal actors. There are conversations and tensions within the company, among teams with different mandates working towards opposing outcomes and staff members with their own visions of how the company should act. In other words, (1) Facebook engages differently with different actors, and (2) different teams and individuals within the company have different priorities. Facebook has many faces.

---

3 Trump Decision, supra note 1, at 10–11.
4 Id. at 10.
5 Id. at 10–11.
6 Id. at 11.
The Essay begins in Part II with an introduction to Facebook’s content-governance system and the Oversight Board. The Board was constructed as an independent entity with a limited sphere of influence and an apparent purpose to legitimize the company’s self-regulation, which presumably included Facebook’s decisionmaking about political leaders like Donald Trump. CEO Mark Zuckerberg described the Board as an entity that would make Facebook accountable to its community. Part II also introduces the role the Oversight Board was supposed to play in legitimizing the content-governance system, and how this legitimacy is likely assessed.

Part II provides helpful background to understand Facebook’s faces, which I discuss in Part III, in terms of the company’s engagement with the outer world and its internal tensions. I explain why this perspective is both closer to reality and more helpful than prevailing understandings. It can be easy to miss the complex relationships between the company and external actors if they are described in ways that flatten them into uniformity. In this Part of the Essay, I discuss the differences in power and influence of states and publics, as well as teams inside Facebook, and why this complexity of engagement between these actors matters.

In Part IV, I discuss the Trump Ban case in terms of the complex perspective offered in Part III. Here I draw out what this case shows us about the content-governance system and the relationship between

---


9 See evelyn douek, Facebook’s “Oversight Board:” Move Fast with Stable Infrastructure and Humility, 21 N.C. J.L. & TECH. 1, 46 (2019); see also Michael Karanicolas, Squaring the Circle Between Freedom of Expression and Platform Law, 20 PITT. J. TECH. L. & POL’Y 177, 192–93 (2020).


Facebook and its Oversight Board. This discussion also highlights what we might learn from the information that whistleblower Frances Haugen revealed after the Trump Ban case, which resulted in the Board reopening some of the questions surfaced by the case.

Part V of the Essay circles back to the content-governance system and the extent to which the Oversight Board is a body that can hold Facebook accountable. The Board is a valuable institution that adds tremendously to global discourse about online speech, modeling how a shared jurisprudence can be created for a global set of rules for global publics. However, this does not necessarily imply that it can offer oversight without Facebook’s cooperation.

It turns out that Facebook’s painstaking efforts to prepare faces to meet the faces it meets have created a situation in which it is at odds with itself. This does, however, create space for the Oversight Board to ally with other powerful actors and influence the company.

II. THE CONTENT-GOVERNANCE SYSTEM AND THE OVERSIGHT BOARD

Facebook mostly separates its engagement with states from its engagement with its users in the context of decisions about speech on its platform. It does this by using two different systems to regulate content. States expect the company to follow their laws and are interested in the company’s implementation of those laws. The local-law system for determining unlawful content leads to the blocking of content in the state where it is illegal, while the content is available and visible on Facebook elsewhere.\(^\text{12}\) Decisions made using this system are not subject to appeals and review,\(^\text{13}\) or the Oversight Board.\(^\text{14}\) The other system is of Facebook’s global rules concerning users — its “Community Standards”\(^\text{15}\) — which are described as privately ordered “platform...
law.”\textsuperscript{16} and are subject to an increasingly elaborate apparatus of review, including the Oversight Board.\textsuperscript{17} Content violating Facebook’s rules is removed globally.\textsuperscript{18} As part of this second system, the Oversight Board was created to bring it more legitimacy.\textsuperscript{19}

To understand why the Trump Ban case was a defining moment for Facebook’s self-regulatory content-moderation system and for the Oversight Board, it is necessary to understand the contours and goals of this system and the role that the Board plays in this context. This Part of the Essay discusses Facebook’s content moderation and the role of the Oversight Board in legitimizing the company’s system. It also discusses how such legitimacy is assessed, and why this is related to the company’s uneven responsiveness to different actors. In Part III, I offer a perspective that makes the complexities of this system visible.

\textbf{A. \textit{Local Laws and Community Standards}}

In its enforcement of local laws, Facebook implements the laws of each country in which it operates for users within that country.\textsuperscript{20} As a result, blasphemous content may be blocked in Pakistan, where it is illegal, while remaining visible on Facebook in other parts of the world. This system is applied when content is blocked in connection with laws such as \textit{lèse-majesté}, sedition, and obscenity that are state-set standards for illegal speech. Facebook uses an opaque system to implement the states’ “local laws,” and decisions made in this system are not subject to appeals and review,\textsuperscript{21} or the Oversight Board.\textsuperscript{22} However, this is not as simple as it seems, as I explain below.

In contrast to the local laws enforced by Facebook, the Community Standards are Facebook’s rules for the entire platform, and they apply globally.\textsuperscript{23} They have been described as privately ordered “platform


\textsuperscript{17} OVERSIGHT BOARD CHARTER, supra note 14, art. 1, § 4.

\textsuperscript{18} See Facebook Community Standards, supra note 15.

\textsuperscript{19} See douek, supra note 9, at 46.

\textsuperscript{20} See Content Restrictions Based on Local Law, supra note 12. This system leads to the blocking of content only in the state where it is illegal; the content is otherwise available and visible on Facebook elsewhere. Id.

\textsuperscript{21} See How We Assess Reports of Content Violating Local Law, supra note 13.

\textsuperscript{22} See sources cited supra note 14.

\textsuperscript{23} There is a rich body of scholarship about the Community Standards, including, for example, Gillespie, supra note 8; David Kaye, Speech Police: The Global Struggle to Govern the Internet (2019); and Klonick, supra note 8.
law” and are subject to an increasingly elaborate system of review, including the Oversight Board.

Facebook’s system for applying local laws is not subject to the same reviews and opportunities for appeal as the privately ordered content-moderation system that Facebook uses for its Community Standards. Facebook explains that it follows the following process while making a decision about content flagged for violating local laws:

If content does not violate our policies, in line with our commitments as a member of the Global Network Initiative and our Corporate Human Rights Policy, we conduct a careful legal review to confirm whether the report is valid, as well as human rights due diligence. In cases where we believe that reports are not legally valid, are overly broad, or are inconsistent with international human rights standards, we may request clarification or take no action.

It often falls to social media companies to interpret and implement local laws. It is worth noting that Facebook’s interpretive choices may not always align with the state’s or the judiciary’s reading of laws. This means that the company’s over- or undercompliance, or willingness to contest the law should be of interest to us. I discuss this in more detail in section III.A of this Essay.

These decisions about whether content violates laws are largely opaque except for the information found in transparency reports, which offer examples of how the company handles requests or orders to remove content for violating local laws. There is no independent audit or assessment of this system except to the extent that the Global Network Initiative (GNI), a multi-stakeholder, self-regulatory institution, performs assessments of Facebook’s good faith efforts to implement the GNI Principles. The GNI Principles are part of the organization’s

---

24 See sources cited supra note 16.
25 OVERSIGHT BOARD CHARTER, supra note 14, art. 1, § 4.
26 How We Assess Reports of Content Violating Local Law, supra note 13.
28 See Black, supra note 27, at 176 (noting that written norms “are open to continual reinterpretation, depending on the actor’s preoccupations and goals, the context of action, and who else is involved in the encounter”).
29 Content Restrictions Based on Local Law, supra note 12.
30 GNI’s assessment is a confidential process by design, which means that it is difficult for the public to understand the extent and manner of each company’s compliance with the GNI Principles. See Glob. Network Initiative, GNI Assessment Toolkit 16, 67 (2021), https://globalnetworkinitiative.org/wp-content/uploads/2021/11/AT2021.pdf [https://perma.cc/WFR8-T8K]. In the interest of full disclosure, I am a GNI Board member. Board members are invited to review all assessment reports of GNI member companies.
“evolving framework for responsible company decision making in support of freedom of expression and privacy rights.”31 Every two or three years, member companies undergo assessments of their progress in implementing these principles by GNI-accredited assessors,32 who generate confidential reports that are subject to review by the GNI Board.33

Facebook enforces its own rules for speech in the form of its “values” and “Community Standards” on its platform globally.34 These decisions are subject to its appeals mechanism, and now sometimes subject to the Oversight Board.35 Speech violating these rules, like adult nudity,36 is usually restricted worldwide. These Community Standards were the justification offered for eventually suspending Donald Trump’s accounts.37 The decision was made through the company’s internal process.38

The bifurcated system of rules described above looks simple at first glance — global Community Standards are between Facebook and its users, while local laws are about governments’ relationships with their citizens, which Facebook respects. Facebook follows local laws in the countries in which it operates, as does Twitter. However, as I argue in Part III, Facebook’s complex relationships with states and different publics, and its own competing internal priorities, result in the somewhat puzzling range of outcomes in how it implements laws and its own Community Standards.

As the implementation of the Community Standards evolved over time, the company built a bureaucracy to interpret and enforce the

32 GLOB. NETWORK INITIATIVE, supra note 30, at 4, 8. GNI companies may select any assessor from GNI’s pool of accredited assessors and enter into an agreement with them, determining and bearing the cost of the assessment. Id. at 9. The GNI Board “determine[s] whether a company is making good-faith efforts to implement the GNI Principles,” but it is the role of the independent assessor “to provide the [B]oard with the information it needs to make this determination.” Id. at 5.
33 Id. at 20, 67.
34 Facebook Community Standards, supra note 15.
35 OVERSIGHT BOARD CHARTER, supra note 14, art. 1, § 4.
rules.39 Content moderators are employed and trained,40 and there are multiple layers of review before decisions are made about content. Currently, the company uses a combination of algorithms and human review to implement its Community Standards.41 Layered over review and implementation is an appeals mechanism for users who disagree with the company’s decisions. This was introduced after an outcry about the opacity and finality of Facebook’s decisionmaking.42 The Oversight Board is arguably the topmost layer of decisionmaking, but it hears a fraction of the total number of appeals. It is Facebook’s experiment with introducing independent experts to weigh in on how it interprets and implements its own rules.

B. Enter the Oversight Board

In 2020, Facebook added the Oversight Board to the content-moderation system consisting of detailed Community Standards, human and algorithmic enforcement of these standards, and the apparatus for appeals and reviews.43 The Board was constructed as an independent entity to legitimize the company’s self-regulatory system.44 It reviews carefully chosen Facebook decisions about content, including choices to leave it up, remove it, or designate it in particular ways, weighs in on difficult questions, and helps the company think through the interpretation of its Community Standards.45 It also offers recommendations about other questions that Facebook refers to it,46 such as account suspension in the case of Donald Trump.

The scope of the Board’s decisions is limited to interpreting Facebook’s values, Community Standards, and other related content policies, and taking action in relation to these policies.47 This may include, for example, instructing Facebook to allow or remove content or

39 See Balkin, supra note 27, at 2021.
40 Klonick, supra note 8, at 1642; see also SARAH T. ROBERTS, BEHIND THE SCREEN: CONTENT MODERATION IN THE SHADOWS OF SOCIAL MEDIA 80 (2019) (describing content-moderation training at a pseudonymous tech giant).
41 See Klonick, supra note 8, at 1635–42.
43 See Hannah Bloch-Wehba, Global Platform Governance and Private Power in the Shadow of the State, 72 SMU L. REV. 27, 71 (2019); douek, supra note 9, at 3; Klonick, supra note 38.
44 Mark Zuckerberg and Facebook staff have confirmed this, as reported by Klonick, supra note 38. See also douek, supra note 9, at 9–10, 18.
45 OVERSIGHT BOARD CHARTER, supra note 14, art. 1, § 4.
46 Id.
47 See id.
to share information with the Board. The Board can offer policy advice to Facebook about cases before it, or at Facebook’s request.

Although Facebook has committed to carrying out the Board’s decisions about specific cases, it has not committed to following the Board’s policy guidance, except to the extent of considering such guidance carefully and transparently communicating its own decision. Legal sanctions for noncompliance would not apply to Facebook if it chose to ignore the Board’s decisions. They also do not apply when Facebook refuses to answer the Board’s questions or fails to share accurate information, as was the case during the Trump Ban hearing. While it is possible that calls for regulation precipitated the creation of the Board, as they have for other self-regulatory systems, there is no government oversight of any kind here. Self-regulation is therefore the lens through which the Facebook Oversight Board must be viewed.

Facebook’s content-governance system raises concerns of mandate, accountability, and fairness. As a result, the Board needed to exhibit its independence in the Trump Ban case, and to demonstrate its fairness and willingness to go against Facebook’s interests, in order to be seen as a credible and legitimate accountability institution. This is necessary if the Board is to increase the legitimacy of Facebook’s content-governance system in the eyes of the public. It is worth noting that since the Board is able to weigh in on only one of the many ways in which Facebook engages with its publics, it is unable to intervene in many controversies involving Facebook. The company’s other questionable activities, such as widespread data collection, are not in the Board’s purview.

The Oversight Board is an expensive and time-consuming endeavor that affects the reputations of the experts on the Board itself as well as the highly regarded experts in its secretariat. Facebook invested an irrevocable grant in an independent trust so that its elaborate system to enforce the Community Standards would gain more legitimacy. This legitimacy might have helped the company by both appeasing its publics and warding off state regulation.

48 Id.
49 Id.
50 See id.
51 See Gorwa, supra note 8, at 9; Arun, supra note 8; Kaye, supra note 8.
52 See KAYE, supra note 23, at 112; Arun, supra note 8; Kaye, supra note 8.
53 See DUNSTAN ALLISON-HOPE ET AL., BSR, HUMAN RIGHTS REVIEW: FACEBOOK OVERSIGHT BOARD 51–52 (2019), https://www.bsr.org/reports/BSR_Facebook_Oversight_Board.pdf [https://perma.cc/EMJ8-Q2A4]; Klonick, supra note 38. It bears noting in the interest of full disclosure, I was among the external peer reviewers invited by BSR to give feedback on this report before it was published. The BSR review discussed legitimacy in the context of the UN Guiding Principles on Business and Human Rights. ALLISON-HOPE ET AL., supra, at 3.
54 See Kate Klonick, The Facebook Oversight Board: Creating an Independent Institution to Adjudicate Online Free Expression, 129 YALE L.J. 2418, 2457–69 (2020).
C. Legitimizing Platform Law

There is no question of the Oversight Board offering legal legitimacy since it is not established by law.\(^{56}\) While some may argue that the Board increases the moral legitimacy of the system,\(^{57}\) it is arguably sociological legitimacy\(^{58}\) that is among the goals of creating the Oversight Board.\(^{59}\) Therefore, the yardstick by which we should assess the Oversight Board’s role in legitimizing the content-moderation system is whether the “public regards it as justified, appropriate, or otherwise deserving of support for reasons beyond fear of sanctions or mere hope for personal reward.”\(^{60}\) This was always going to be a challenge since only a fraction of Facebook’s engagement with its publics comes within the Board’s purview. The Board is not involved in overseeing Facebook’s practices in data collection and sharing, algorithmic manipulation, or even interpretation of local laws in content moderation.\(^{61}\)

In its quest for sociological legitimacy, Facebook has sought to promote procedural justice through the Board and its content-moderation system.\(^{62}\) It is important that the Oversight Board and the content-moderation system more broadly are perceived as just and offering a fair procedure.\(^{63}\) People’s perceptions of a system are affected by the quality of decisions made, as well as the quality of treatment of people in the process. The Trump Ban brought these issues to center stage.

If sociological legitimacy focuses on how the public sees the system, this begs the question of how Facebook assesses its progress or gains in legitimacy. This assessment is tied to the question of what constitutes

---

\(^{56}\) See Richard H. Fallon, Jr., *Legitimacy and the Constitution*, 118 Harv. L. Rev. 1787, 1794–95 (2005) (defining legal legitimacy as “depend[ent] on legal norms,” id. at 1794). For a discussion of how Zuckerberg and Facebook staff were thinking of the Oversight Board in terms of legitimacy, see Klonick, supra note 38.

\(^{57}\) See Fallon, supra note 56, 1796–801 (defining moral legitimacy as “moral justifiability or respect-worthiness,” id. at 1796).

\(^{58}\) See id. at 1795–96.

\(^{59}\) See Klonick, supra note 38; Douek, supra note 9, at 18.

\(^{60}\) Fallon, supra note 56, at 1795.

\(^{61}\) For the range of social media platforms’ influence, see Ronald J. Deibert, *Reset: Reclaiming the Internet for Civil Society* 26–30 (2020) (illustrating the various risks of social media); Balkin, supra note 27, at 2016–17 (discussing the risk of collateral censorship when private platforms enforce local laws on behalf of states).


the “public” in this context and how the perception of this public is gauged. The company’s responsiveness to its users and its willingness to change its policies are not based on public surveys or consultations accessible to all the people affected by it. Its users are not able to use exit as a strategy to voice their dissatisfaction with the company’s policies. It is therefore likely that Facebook uses proxies, reaching out through its staff to consult people and listening to others — such as the media, scholars, nongovernmental organizations (NGOs), and even governments — who make users’ views legible to it.

As I argue in more detail in section III.B, it is not always useful to think of all of Facebook’s users as a single public in whose eyes Facebook is aiming to gain legitimacy. We have to think in terms of publics. The people affected by Facebook’s content-policy system are not homogenous. They comprise a variety of groups such as the media, political parties, and identity-based groups based, for example, on race, caste, religion, or sexual orientation. Groups affected may have competing priorities and interests. Some individuals and groups may be better than others at communicating their concerns on an ongoing basis with the company. This is likely affected by Facebook staff’s affinities, goals, and sympathies, which I discuss in more detail in section III.C.

It is evident that Facebook’s understanding of what its “community” or its publics want is mediated through powerful actors like its staff, the American press — The New York Times or The Wall Street Journal for instance — and renowned American scholars. This does not mean that others are entirely lacking in influence, but that their influence tends to be mediated through more powerful actors. Therefore, it is worth paying attention to what persuades stronger actors to see Facebook’s self-regulatory system as more legitimate, and noting that this might encompass a number of factors — including the reaction of weaker actors, to the extent that the stronger actors are connected and aligned with them.

III. FACEBOOK’S FACES

States’, publics’, and even Facebook’s interests and goals are not as consonant or as easily identified as one might think. We need to move from thinking of Facebook’s engagement with states as uniform and consistent, to thinking of how the company presents different faces to and within different states. Similarly, there is no one “community” that Facebook engages with. There are groups and individuals with varying power and influence. Facebook’s own staff and teams work towards different priorities and can vary in their accessibility and interest in

64 Kaye, supra note 23, at 117–22.
66 See infra section III.B, pp. 251–54.
different individuals, groups, and states. Facebook is externally and internally complicated.

States engage with social media platforms in more ways than are easily visible. There are ongoing regulatory conversations in which state actors and companies negotiate, agree, and renegotiate. In the context of content moderation, Professor Jack Balkin’s work shows us that there are two ways in which states influence speech: through laws and by informally pressuring platforms like Facebook to regulate through their own Community Standards. States also have other carrots and sticks at their disposal, in the form of data-protection regulations, competition regulations, or regulatory approvals for the companies’ new products. In section III.A, I argue that the state-platform relationship is not confined to local laws or to political leaders’ speech, and that Facebook takes a number of factors into account while navigating its relationship with states. This is further complicated by the fact that some states can influence Facebook more easily than other states.

Facebook’s rules or Community Standards can also change in response to pressure from its publics, especially from particular nonstate actors such as select NGOs or a section of the media. Facebook’s relationship with its publics, like its relationship with states, is complicated. In section III.B, I offer an account that shows that publics can be strong or weak in their engagement with the company, with states, and with each other.

I tie together all these varied influences on Facebook’s creation and enforcement of rules in section III.C. This last section is about why it helps to think of Facebook in terms of its many faces and internal voices, and the variations in its dealings with different states and different publics.

A. Facebook and States

The interpretation and enforcement of local laws, and the framing and enforcement of Community Standards are two major sites of engagement between Facebook and states. As Professor Balkin has pointed out, nation-states’ use of social media platforms to enforce local laws leads to collateral censorship, and states also pressure intermediaries to use their private rules — like Community Standards — to carry out states’ agendas of regulating speech. I expand this narrative by

67 See Black, supra note 27, at 194.
68 Balkin, supra note 27, at 2015–16.
69 See id.
pointing out that social media platforms like Facebook do not necessarily engage with all states in the same way, and that their negotiations with states take place on multiple fronts.

It is important to remember that Facebook also engages with states in many ways that have little to do with content moderation. These include data protection, regulatory approval for new products, and other matters that affect the company, such as taxation. It may be fair to assume that like most companies Facebook would prefer to retain access to its markets, and to ward off state regulation as far as possible.

Refusing to follow local laws threatens Facebook’s access to markets. At worst, the platform can be blocked altogether and its staff threatened with arrest. However, since content moderation is only one among many ongoing negotiations between Facebook and states, there are other costs to refusing to comply. Facebook risks being regulated and having its activities impeded or questioned if it fails to cooperate with the government or antagonizes powerful political leaders. In short, the interpretation of local laws, and the parallel system for content moderation that it creates, is one of many sites for the platform-government negotiations that implicate other actors who may also have a stake in the outcomes of these negotiations.

Both censorship in compliance with local laws and through the social media platform’s privately ordered rules are affected by the leverage that different states have with Facebook. This may depend on a range of factors, including Facebook’s direct and indirect interests in the market, its reputational concerns, its past engagement with the government, and its staff’s appreciation and identification with the state’s concerns. As a result, the company may be willing to shut down its services in some states and may be willing to change its global content policies at the behest of other states.

Facebook, like other social media companies, interprets local laws when it makes decisions about implementing them. The company may not always interpret these laws in the same way as the state does. It


73 For accounts of platforms’ adoptions of rules, see GILLESPIE, supra note 8, at 45–73; and Klonick, supra note 8, at 1631–35.

74 These concerns may be related to a laudable goal like human rights. However, some human rights concerns may be more legible to the company than others depending on the backgrounds and priorities of the staff evaluating the concerns.

75 See Balkin, supra note 27, at 2015–21; see also Black, supra note 27, at 194–95.

76 See Black, supra note 27, at 176.
might also contest existing and emerging law.77 This leads to a back-and-forth with the state until a shared interpretation is reached.78 As discussed in section II.A, Facebook’s decisions interpreting and implementing local laws are not open to appeal. These opaque decisions, which are discussed sometimes in transparency reports, are not audited or assessed except by GNI, in the manner described above.

The global information companies, including Google and Facebook, also engage closely with the process of framing laws, and offer open resistance to some of these laws on occasion.79 From time to time, the negotiations lead to either states or companies acting in ways that make it into the news. For example, Australia and Facebook engaged in negotiation over a proposed Australian law to make Facebook pay the Australian news media for its content, during which Facebook disabled all news pages for Australian users.80 Equally, states can persuade the company to “self-regulate” through laws that place the burden on the company to remove certain kinds of content.81 Informal pressure from states can nudge the company to create new Community Standards. Sometimes the pressure comes from individuals. Facebook’s “Cross Check” system provides another layer of review for content posted by high-profile accounts, including certain political leaders.82 This is arguably a way for the company to avoid irking those who can bring a state’s power to bear on it.


78 See Black, supra note 27, at 194.


81 See, e.g., Netzwerkdurchsetzungsgesetz [NetzDG] [Network Enforcement Act], Sept. 1, 2017, BUNDESGESETZBLATT, Teil I [BGBl. I] at 3352 (Ger); Linda Kinstler, Germany’s Attempt to Fix Facebook Is Backfiring, THE ATLANTIC (May 18, 2018), https://www.theatlantic.com/international/archive/2018/05/germany-facebook-afd/560435 [https://perma.cc/RHB6-P3YA]; see also Balkin, supra note 27, at 2028–32 (using the example of Germany’s NetzDG law to theorize how private companies have become privatized bureaucracies that implement state laws).

Some states or coalitions of states are more influential than others. For example, the European Commission was able to persuade Facebook, Microsoft, Twitter, and YouTube to follow a “voluntary ‘Code of Conduct,’” which required them to implement new community guidelines for hate speech and expedite review of hate-speech notifications, so that it takes place within twenty-four hours whenever possible. Professor Ben Wagner has argued that the United States, the United Kingdom, and Germany have been the most influential in the shaping of global content regulation. There is clearly a variation in cooperation of social media platforms with different states. If Facebook complied with all demands made by all states, it might not have been banned in China and Iran. Zuckerberg obeyed summons from the European Parliament. But he has refused calls from other parliaments around the world, including those of Canada and India, and even refused to appear before an “international grand committee” consisting of policymakers from Argentina, Brazil, Canada, Ireland, Latvia, Singapore, and the United Kingdom.

However, even choices made based on how important a state is to Facebook are more complicated than they seem. The failure to prioritize concern for humanity in a small market like Myanmar may create reputational problems for the company in larger markets, which may also

83 See Kaye, supra note 23, at 86.
84 Bloch-Wehba, supra note 43, at 45.
85 Ben Wagner, Global Free Expression — Governing the Boundaries of Internet Content 6 (2016).
impact its profits. In other words, other states or nonstate actors may take an interest in Facebook’s activities in a particular state, such that the choices before the company are not necessarily a straightforward question of whether or not to appease a state (since the appeasement of one state may well have a detrimental effect on the appeasement of another state).

B. Facebook and Its Publics

If Facebook does not present itself in exactly the same way in its dealings with different states, it certainly does not present itself the same way in its dealings with its publics. We tend to fall into the trap of thinking about the people who use, discuss, are affected by, work for, work with, and otherwise engage with Facebook as if they all have equal power.89 The content-moderation system is evolving based on this implicit assumption, at best reaching for equal access by trying to accommodate language and regional groups. This is not, however, an accurate account of Facebook’s publics. Borrowing from Professor Nancy Fraser’s critique of Jürgen Habermas and her work on counterpublics,90 I argue here that we would be better served to think of Facebook’s publics in terms of a variety of groups and communities, sometimes allied and sometimes in opposition to each other.

Facebook may actually be affected more by how some influential publics, which may include groups such as the American media, view its legitimacy. Other groups such as Kashmiri teenagers or refugees (except to the extent that the powerful publics are able to connect with them and reflect their concerns) are likely to have less influence.91 Facebook’s staff, community, and people affected by it include influential groups and individuals as well those who are less able to make themselves heard and understood through the communicative processes made available to them.92

With this perspective, existing accounts of Facebook’s decisionmaking yield interesting information. It helps us take a closer look at Professor Kate Klonick’s thorough empirical work93 to see that the company’s

89 This is true not just of Facebook’s publics but also of all users of the internet. See, for example, the discussion of the Networked Public Sphere in canonical writing such as Yochai Benkler, The Wealth of Networks 181, 271–72 (2006).
90 Nancy Fraser, Rethinking the Public Sphere: A Contribution to the Critique of Actually Existing Democracy, SOCIAL TEXT, no. 25/26, 1990, at 56, 57–61.
91 For a discussion of the formation of different publics and their relationships with the public sphere, see id. For a discussion of how some groups’ experiences are not acknowledged by content-governance systems, see Sarita Schoenebeck & Lindsay Blackwell, Reimagining Social Media Governance: Harm, Accountability, and Repair, 23 YALE J.L. & TECH. (SPECIAL ISSUE) 113 (2021).
92 See Schoenebeck & Blackwell, supra note 91, at 129–32; see also Black, supra note 27, at 182–89.
93 Klonick, supra note 8, at 1621, 1631–35.
Community Standards were developed by staff who not only were American but also appear to have been predominantly white. In the writing and review of Facebook’s Community Standards, the company’s staff have moved towards consulting a range of stakeholders. Informally as well as through deliberate engagement, the staff tend to be in touch with a range of influential people, and senior staff will usually have strong relationships within particular communities. The Oversight Board itself, for example, was triggered by a Harvard professor who had a longstanding friendship with Facebook’s Chief Operating Officer.  

Facebook’s efforts at stakeholder engagement, and the voices that are privileged through it, depend on choices made by Facebook’s staff. The minutes of the Product Policy Forum indicate that a range of stakeholders across many countries are consulted. However, these people are chosen by staff and their inputs are filtered into the system by the staff, who end up acting as gatekeepers capable of amplifying or minimizing their inputs if they choose to. It is not just the geographic diversity of stakeholders that is significant, but also the individual diversity of the technical experts within the group of stakeholders.

It is evident that the company’s staff are often in a position to translate or transmit public opinions to Facebook, which makes them a very influential group. There are variations of power between them depending on their roles and influence within the company. When the staff in contact with stakeholders are sympathetic to their concerns, they may find themselves overruled by more powerful colleagues who are likely to never come into contact with these stakeholders. However, sometimes they can also make themselves heard outside their roles. In 2020, for instance, there was a virtual walkout by staff who felt that the company should have acted to restrict Donald Trump’s use of the platform. In 2021, former employees spoke out as whistleblowers, once they felt
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94 Klonick, supra note 38.
97 See, e.g., Klonick, supra note 8, at 1655 (describing employees’ protest of Facebook’s handling of content posted by then–presidential candidate Donald Trump in violation of the company’s hate-speech policies).
that their attempts to persuade the company from within to take an interest in vulnerable publics were doomed to failure.\footnote{99}{See, e.g., Reed Albergotti, *Frances Haugen Took Thousands of Facebook Documents: This Is How She Did It*, WASH. POST (Oct. 26, 2021, 12:00 PM), https://www.washingtonpost.com/technology/2021/10/26/frances-haugen-facebook-whistleblower-documents [https://perma.cc/NL6Q-Q4U7].}

The American political debate filtered into conversations within Facebook through the staff. It is easy to see how American employees who understand, follow, and care about the situation in their country might advocate for goals that they share with American civil society. This triggers the question of whether staff in other countries are able to perform a similar function for their societies. It is unclear whether there are enough people in roles of sufficient visibility and influence to manage this. Despite the company’s outreach efforts to include the voices of other groups, these voices are filtered through the staff in charge and can be affected by their networks and sympathies.

Sometimes, marginalized groups will ally with stronger groups such as the American press to make their voices heard.\footnote{100}{See, e.g., Billy Perrigo, *Facebook’s Ties to India’s Ruling Party Complicate Its Fight Against Hate Speech*, TIME (Aug. 27, 2020, 9:00 PM), https://time.com/5883993/india-facebook-hate-speech-bjp [https://perma.cc/UM79-K6C7]; Newley Purnell & Jeff Horwitz, *Facebook’s Hate-Speech Rules Collide with Indian Politics*, WALL ST. J. (Aug. 14, 2020, 12:47 PM), https://www.wsj.com/articles/facebook-hate-speech-india-politics-muslim-hindu-modi-zuckerberg-11597423346 [https://perma.cc/Q8W5-G3GS].} This is another way to get the company’s attention, and to influence it to change its policies. This leveraging of a stronger public is how Facebook’s role in the Rohingya genocide came to light, forcing the company to take steps to address its role facilitating incitement to genocide in Myanmar. The people of Myanmar were unable to get the company to take their concerns seriously.\footnote{101}{See *Megan Specia & Paul Mozur, A War of Words Puts Facebook at the Center of Myanmar’s Rohingya Crisis*, N.Y. TIMES (Oct. 27, 2017), https://www.nytimes.com/2017/10/27/world/asia/myanmar-government-facebook-rohingya.html [https://perma.cc/4B5C-ATZG].} However, once the role of Facebook in enabling incitement to violence made it to *The New York Times*, and the United Nations Independent International Fact-Finding Mission on Myanmar publicly chastised the company for its role,\footnote{102}{*Myanmar: UN Blames Facebook for Spreading Hatred of Rohingya*, THE GUARDIAN (Mar. 12, 2018, 9:17 PM), https://www.theguardian.com/technology/2018/mar/13/myanmar-un-blames-facebook-for-spreading-hatred-of-rohingya [https://perma.cc/rGDL-ASHW].} the Burmese people had the company’s attention.

Leveraging influential groups and states is a useful strategy for weak publics in their engagement with the company. Given that it appears to be mostly white Americans who led the initial framing of the platform’s Community Standards,\footnote{103}{See Klonick, *supra* note 8, at 1621, 1633–35.} it may be unsurprising that early versions of the rules failed to account for the power relations that are inherent to racist speech and for its region-specific manifestations such as caste.
However, reflection and better policies ensued after the rules were criticized by the American press. Facebook’s content-moderation systems affect, involve, and engage several nonstate entities. Nonstate actors are involved both with the implementation of local laws and with Facebook’s privately ordered community-standards system. Facebook receives reports of violations of local laws “from governments and courts, as well from non-government entities such as members of the Facebook community and NGOs.”

It is evident that state and nonstate actors can in theory engage with the process of policymaking, interpretation, and implementation. It is highly likely that a strong public like The New York Times has more influence than a weak state.

This has been confirmed by scholars who have shown that some actors have a greater influence on the standard-setting process than others. Professor Wagner writes in his book of how certain NGOs and networks have developed an outsized influence on these policies. Over time Facebook restructured its process for writing the Community Standards to expand the groups of people who might influence the norms. While the process certainly draws from a larger and more varied pool now, it is important to be aware that it remains the case that some actors have greater influence than others on this process.

Facebook engages with many groups and communities, which do not all have the same power and leverage as far as the company is concerned. Awareness of this enables weaker publics to act strategically to gain influence through alliances. This means that the company should account for these alliances, and resist complacency about policies and actions that endanger groups that do not seem influential. These policies and actions seem to have a way of finding themselves in The New York Times, whether through civil society or through Facebook’s own staff — who may not have been heard within the company but decided to make themselves heard from outside it.

C. Facebook and Its Staff

It is not just Facebook’s engagement with states and publics that takes place on multiple fronts with varying goals. The company is also complex internally, like other large corporations. Evidence of this surfaces from time to time, with employees leaking information when they are unhappy with Facebook’s decisions and with staff protests.

104 Content Restrictions Based on Local Law, supra note 12.
105 See Professor Kate Klonick’s account of how those who created the Community Standards were mostly Americans immersed in American democratic culture in Klonick, supra note 8, at 1618–25.
106 WAGNER, supra note 85, at 121–33.
107 Klonick, supra note 8, at 1631–35.
108 See, e.g., Albergotti, supra note 99; Frenkel et al., supra note 98; Perrigo, supra note 100; Potkin et al., supra note 98; Purnell & Horwitz, supra note 100.
Although a corporation can be assumed to have a broad profit-making motive, it has to choose from different paths towards that profit, and does have reputational concerns to take into account. While not all rent-seeking behavior is necessarily public, some of the company’s choices — like its poor judgment in Myanmar — are very public and affect the company’s relationship with other actors. As a result, Facebook — like other corporations — has teams and internal priorities that are directed at ensuring that tragedies like the one in Myanmar do not occur. Apart from joining GNI, the company also hired a Director of Human Rights, who has a global team and commissions reports on the company’s effect on human rights.

Facebook has to think of different states, of various publics, and of its own employees while making and communicating decisions. It has complex internal processes and teams with different goals to create the internal debates and friction necessary to balance competing priorities. Researchers who have engaged in painstaking interviews with particular teams — Professor Klonick, and Professors Wolfgang Schulz and Matthias Kettemann — report that these teams are devoted to their goals of creating the best possible Oversight Board, or developing Community Standards that best address harmful speech without affecting voice excessively. It is safe to assume that other teams — like those focused on marketing or government relations — have different priorities. Now and then, the internal debates spill over into the public, but they are largely opaque, contained within the corporation and taking place on terms that are not always clear.

These internal competing priorities mean that the company presents the world with different faces. There are teams directed at cultivating government relationships and engaging policymakers. There are also teams with strong relationships with NGOs and the human rights community. People outside the company can better affect the company’s decisions if they are able to access the team with both influence and sympathetic priorities. It also means that we can safely assume that there is no agreement within Facebook about a question like the Trump Ban. In addition to being a polarizing question outside the company,

the deplatforming of political leaders is likely to be a polarizing question internally.112

Within the company, there are people with varying ideas of what the ideal outcome should be and varying sympathies. While there are staff who are devoted to the bottom line, there are also staff who care about the groups harmed through use of the company’s platform. The whistleblowers are evidence that there are employees who tried to advocate for certain points of view from within and then chose to exit to engage in more public advocacy when they did not feel heard.

If the Facebook Oversight Board was meant to legitimize the company’s content-moderation system to the outer world, perhaps it was also meant to offer this legitimizing role to the members of the company’s own staff who have had concerns about their employer’s decisionmaking. If this is so, 2021’s whistleblowers suggest that some staff were dissatisfied with the extent to which the Board had been able to address the company’s problems on its own.

IV. WHAT THE TRUMP BAN CASE CAN TEACH US

The Trump Ban ended the Oversight Board’s period of easing into building a reputation and moved it into more controversial terrain. Before this case, the Board grappled with safer questions that affected Facebook’s publics but not states or their leaders. Since this case was about political leaders and heads of state, it was globally polarizing and might have had implications for Facebook’s access to global markets. Unsurprisingly, it tested the relationship between the Oversight Board and Facebook in ways that I discuss below in section IV.C.

The Oversight Board upheld Facebook’s decision to restrict the former President’s accounts, while questioning the indeterminate penalty and indefinite suspension and pointing to the lack of a clearly established procedure for these decisions.113 The Board chastised Facebook for failing to come up with appropriate rules, and refused to develop the rules for the company.114 In doing so, it sidestepped a perilous decision and confined itself to outlining acceptable parameters for Facebook to craft its own rules. It appears from the comments on the decision by Nick Clegg — then the company’s Vice President of Global Affairs and Communications — that Facebook had hoped to get the Oversight Board to take responsibility for its rules for political leaders.115 The

112 See, e.g., Potkin et al., supra note 98; Purnell & Horwitz, supra note 100; Roose et al., supra note 111.
113 See Trump Decision, supra note 1, at 3–4.
114 See id. at 33, 35–38.
Board asserted its independence by clarifying that arbitrariness and failure to uphold human rights standards are not acceptable, while letting the company shoulder the responsibility of drafting appropriate rules.

The Trump Ban case attracted comments from around the world about how Facebook should treat political leaders. Opinions were strong and in opposition to each other. This made it crucial for the Board’s reasoning and the process to be seen as fair, or at least as better than the existing system being used by Facebook. The decision was finely calibrated, and invited Facebook to limit its own power of arbitrary decisionmaking by publishing a clear policy and adhering to it. The decision also recommended that the company limit the extent to which it permits incitement of violence on its platform, specifying norms that Facebook should follow. However, the rules for political leaders would be Facebook’s rules, not the Oversight Board’s rules.

This Part of the Essay discusses the details of the Trump Ban case, beginning with the questions before the Oversight Board and the Facebook rules that applied to them. It then goes over the company’s engagement with the Oversight Board’s questions in the context of information revealed by Frances Haugen after the case. Bringing together these threads, section IV.C discusses what the Trump Ban case and its aftermath show us about the Oversight Board.

A. Facebook’s Rules and Donald Trump

Facebook indefinitely suspended then–President Donald Trump’s Facebook and Instagram accounts for violating the Community Standards. This decision was made through the company’s internal process, which in this particular case meant that it was made by Zuckerberg since it involved a head of state. Facebook invited the Oversight Board’s views on two of the many questions raised by its decision. The first question was whether the indefinite suspension of Trump’s accounts was consistent with the platform’s values, and the second sought the Oversight Board’s recommendations about suspending the accounts of political leaders.

While trying to understand the basis for the suspension of Trump’s accounts, the Oversight Board looked into the standards and processes
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Facebook used. It also raised questions about why, in the past, the former President seemed to be able to share content that other people were not allowed to post on Facebook. A Facebook user tested this by copying and pasting all Trump’s content verbatim and found a copied post was removed for violating Community Standards while Trump’s identical original post stayed online. The copied post was, however, restored later, and Facebook said its removal was an error.

At first glance the exceptions made for Donald Trump’s accounts appeared to have been a result of the newsworthiness exception that is a part of Facebook’s published content-moderation standards. This exception was adopted in 2016 and provides a published standard for leaving up content that otherwise violates Facebook’s Community Standards, if the public interest of the content outweighs the harm. In response to the Oversight Board’s questions, Facebook revealed that a different, poorly documented policy for the implementation of Community Standards called “Cross Check” had been used.

Facebook has described the “Cross Check” system as “a second layer of review” to make sure that its Community Standards have been applied correctly to “high profile” accounts. It is not a standard for what content will be allowed, but a procedural rule for how certain content will be reviewed. Unlike the newsworthiness standard, which applies to all accounts, Cross Check applies to selected high-profile accounts, ensuring that they have an added layer of review if they appear to violate the Community Standards. This means that an account is first designated for Cross Check review as Donald Trump’s were. Following
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this, if the account is found to engage in incitement, it would await an additional layer of review before the incitement is removed. It may turn out that the incitement is seen as newsworthy enough (in terms of the newsworthiness standard) to leave up, but the delay would come from Cross Check’s added layer of review while the standard would come from the Community Standards, including the newsworthiness exception.

Cross Check can be applied to celebrities and governments according to Facebook, but The Wall Street Journal has reported that an internal guide for eligibility lists being “‘newsworthy,’ ‘influential or popular[,]’ or ‘PR risky’” as qualifications for Cross Check. Political leaders around the world arguably fit this profile. The Cross Check system, previously described as “Shielded Review,” was the reason that U.K. far-right political leaders’ content has remained online despite being flagged by content moderators.

In the context of newsworthiness, Facebook’s Product Policy Team decided to presume that politicians’ speech is newsworthy unless there is a “risk of harm” — which specifically includes the “[p]otential to incite violence” — that outweighs the “public interest value” of the speech. Although Cross Check is described as “a second layer of review” that does not offer any additional protection, this review is carried out through a separate system, staffed by full-time employees who are presumably aware that their reviews have to minimize “PR fires.” The Wall Street Journal suggests that users can be “whitelisted” and “rendered immune from enforcement” through this system, and that some are allowed to violate Facebook’s rules “pending Facebook employee reviews that often never come.” A 2019 audit found that at least forty-five teams across the company were “involved in whitelisting” and that most employees were able to add Facebook users to the list. Donald Trump’s accounts were among those on the list. Some of his inflammatory posts that otherwise would have been removed for violating Facebook’s rules stayed online as a result.

The problem of seemingly arbitrary decisionmaking about political leaders arose from the implementation of the Community Standards for
high-profile users, and not necessarily from the standards themselves. The newsworthiness exception is no longer presumed to apply when there is a risk of harm, including the potential to incite violence.\textsuperscript{142} If the problem lay in the implementation of the standards, the Oversight Board needed to investigate the Cross Check system which was used on the former President’s accounts.

\textbf{B. Factfinding by the Oversight Board}

The Oversight Board asked Facebook questions, of which several were answered, but some received partial or no responses.\textsuperscript{143} For example, twenty pieces of content from Trump’s accounts were initially marked for violating Community Standards and then found not to be violating them.\textsuperscript{144} The reasons for this are unclear. Also left unanswered were questions about the impact of Facebook’s News Feed\textsuperscript{145} on the visibility of Trump’s content and about the removal of content and suspension of accounts of other political figures.\textsuperscript{146} In relation to Cross Check, when the Oversight Board asked for the criteria for adding accounts and pages to the system, Facebook did not provide this information.\textsuperscript{147} The company also did not provide information about error rates of enforcement decisions made through Cross Check.\textsuperscript{148}

It is clear that although Facebook clarified that the former President’s accounts were part of the Cross Check system, it did not share other information about this system that was pertinent to its decisions about Donald Trump.\textsuperscript{149} Following the hearing and publication of the Board’s decision, journalists’ reports — based on facts shared by whistleblowers — about the details that Facebook failed to disclose to
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the Oversight Board\textsuperscript{150} called into question the oversight capacity of the Oversight Board. It did not help matters that Facebook gave the Board wrong information about its application of its newsworthiness policy to Trump’s accounts, even if the company corrected itself after the decision.\textsuperscript{151} This has damaged public perception of the Board as an entity with the potential to hold Facebook accountable.\textsuperscript{152}

Following media coverage of the Cross Check system, the company has sought the Oversight Board’s policy advice about this system.\textsuperscript{153} It is clear by now that the company is not obligated to comply with this advice. It is also possible that the company may fail to share the information necessary to get meaningful advice from the Oversight Board.

\textbf{C. The Trump Ban Case and the Oversight Board}

Facebook’s content-moderation system for political leaders, including the Oversight Board, was not ready for a case that surfaced so many of the company’s complex relationships. Since the company failed to share statistics and other information pertaining to the Cross Check system, the Oversight Board was unable to access information about the system used to apply Facebook’s standards to Donald Trump’s accounts — a system that likely applies to other political leaders’ accounts.

The case was a pivotal moment for Facebook’s self-regulatory content-moderation system and for the Oversight Board because of the fraught question, and especially because Facebook was publicly less than forthcoming with the information necessary for an informed opinion from the Board. It induced the Oversight Board to underline its independence. The Oversight Board asserted itself by refusing to take responsibility for the company’s policies and by calling Facebook out when its sharing of information was unsatisfactory.\textsuperscript{154} It publicly responded differently to criticism of Facebook than the company did, going so far as to invite a prominent whistleblower for a conversation.\textsuperscript{155}
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The questions that Facebook refused to answer, and the questions that it answered incorrectly and partially, raise concerns about how far the Oversight Board can exercise meaningful control over Facebook. The Board has publicly admonished Facebook and taken steps to investigate the implications of the whistleblower’s revelations.\textsuperscript{156}

Facebook has undermined the Board’s reputation as an institution to oversee it. Despite its reservations,\textsuperscript{157} the Oversight Board could not compel answers from the company about the Cross Check system, leaving this opaque system for political leaders and other high-profile users insufficiently discussed — until the whistleblower and the media changed the company’s incentives.

It is evident that Oversight Board cannot control the company. However, this is not to understate the Oversight Board’s value or influence. Its expert advice has already improved Facebook’s decision-making. But the answer to the more limited question of whether Facebook permits the Oversight Board to hold it accountable is no. Still, the Oversight Board does play a very significant role, which I discuss below, in the last Part of this Essay.

V. OVERSIGHT BOARD OR ADVISORY BOARD?

When I started writing this Essay in January 2021, the Oversight Board appeared to be one of Facebook’s faces. It was not that the Board ever lacked independence, but it was offered up by the company as its highly publicized response to its many content-moderation problems.

It is already evident that Facebook made a bad choice in being less than forthcoming about the details of the Cross Check policy during the Oversight Board’s Trump Ban hearing. The information that could have been offered up in good faith and discussed with a group of people dedicated to helping the company was revealed to the world through newspaper headlines. This undermined the company’s sociological legitimacy, including its commitment to supporting the Board as an independent expert body that holds it accountable. The avalanche of bad press continues, and it is clear that offering up the Oversight Board as a solution will not shield Facebook from criticism.

What then of the Oversight Board? The experts involved have done their best to act with integrity, asking difficult questions and following up on the facts reported by journalists. It is, however, difficult to ignore the fact that disgruntled staff along with \textit{The Wall Street Journal} were able to unearth company policies that the Oversight Board could not access, and that the Board needed allies from other publics and Facebook’s staff to reopen the question of the Cross Check policy. Armed with the publicity-generated information about Cross Check by
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the whistleblower, the Oversight Board was able to persuade Facebook to prioritize the question.

It is becoming clear that it may be more accurate to describe the Board as an entity that exerts great influence over Facebook rather than as one that takes on the responsibility for Facebook’s politically charged decisions or oversees the company. The Oversight Board is a highly influential body, consisting of people who are in a strong position to sway Facebook but who do not actually have control over the company. This makes the Board an actor that can be leveraged by weaker publics in theory. It also means that the Oversight Board can be influenced by, receive support from, and influence other powerful actors.

It appears that the Oversight Board is settling into its role as a significant advisory body committed to engaging with Facebook, and showing the company and the rest of the world how Facebook can make better decisions about content. The Board has worked on underlining its independence and commitment to its own goals, such that I, for one, cannot think of it as one of Facebook’s faces. Over time perhaps it will increase its capacity to hold the company accountable. If it does, it will not be in the manner the company suggested, because it is clear that it has limited control over Facebook. The Board may come to persuade the company to change through alliances with Facebook staff, publics, and perhaps even states one day, and through the amplified consequences for the company when it is unresponsive.

CONCLUSION

Facebook has a complex web of relationships with states and with its publics. It also has a complex internal structure, which by design puts its teams at odds with each other over some questions. This healthy friction is how government-relations teams can be restrained from facilitating politicians’ violations of human rights by other teams whose role it is to anticipate and prevent such tragic outcomes. If Facebook has many faces in its engagement with states and its publics, it arguably tried to present the Oversight Board as a powerful face that is barely tethered to the other faces. However, the Oversight Board has exerted its independence from Facebook firmly and visibly.

The Trump Ban hearing and decision impacted the legitimizing of Facebook’s content-moderation system, and the widely communicated idea that the Oversight Board can hold the company accountable. It was followed by revelations from former Facebook employees who lost faith in the capacity of systemic solutions to surface and fix the company’s problems. Although the Oversight Board tried its best, the company’s failure to cooperate fully with the Board in the Trump Ban hearing suggests that this is not a body that can hold the company accountable. It is an influential group of experts who can offer excellent advice and perspectives when the company shares enough information
with it. There are many instances in which Facebook can benefit from expert advice about its content decisions. But to make the most of the Oversight Board’s expertise, Facebook has to share the requisite information with the independent experts and be willing to make uncomfortable changes.¹⁵⁸

¹⁵⁸ This does not mean that the Board is free of inherent structural problems (such as the limited opportunity for users to make their case to the Board, given that Facebook has access to more data about the content than users ever will). However, Facebook’s publics may see the Board as acceptable even if they do not see it as perfect.