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WHAT PRIVACY IS FOR 

Julie E. Cohen∗ 

I.  HOW PRIVACY GOT A BAD NAME FOR ITSELF 

Privacy has an image problem.  Over and over again, regardless of 
the forum in which it is debated, it is cast as old-fashioned at best and 
downright harmful at worst — antiprogressive, overly costly, and in-
imical to the welfare of the body politic.1  Privacy advocates resist this 
framing but seem unable either to displace it or to articulate a compa-
rably urgent description of privacy’s importance.  No single meme or 
formulation of privacy’s purpose has emerged around which privacy 
advocacy might coalesce.2  Pleas to “balance” the harms of privacy in-
vasion against the asserted gains lack visceral force. 

The consequences of privacy’s bad reputation are predictable: 
when privacy and its purportedly outdated values must be balanced 
against the cutting-edge imperatives of national security, efficiency, 
and entrepreneurship, privacy comes up the loser.3  The list of priva-
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cy’s counterweights is long and growing.  The recent additions of so-
cial media, mobile platforms, cloud computing, data mining, and pre-
dictive analytics now threaten to tip the scales entirely, placing privacy 
in permanent opposition to the progress of knowledge. 

Yet the perception of privacy as antiquated and socially retrograde 
is wrong.  It is the result of a conceptual inversion that relates to the 
way in which the purpose of privacy has been conceived.  Like the 
broader tradition of liberal political theory within which it is situated, 
legal scholarship has conceptualized privacy as a form of protection for 
the liberal self.  So characterized, privacy is reactive and ultimately in-
essential.  Its absence may at times chill the exercise of constitutionally 
protected liberties, but because the liberal self inherently possesses the 
capacity for autonomous choice and self-determination, loss of privacy 
does not vitiate that capacity.  As this Article explains, however, such 
thinking is mistaken. 

In fact, the liberal self who is the subject of privacy theory and 
privacy policymaking does not exist.  As Part II discusses, the self who 
is the real subject of privacy law and policy is socially constructed, 
emerging gradually from a preexisting cultural and relational sub-
strate.  For this self, privacy performs a function that has nothing to 
do with stasis.  Privacy shelters dynamic, emergent subjectivity from 
the efforts of commercial and government actors to render individuals 
and communities fixed, transparent, and predictable.  It protects the 
situated practices of boundary management through which the capaci-
ty for self-determination develops. 

So described, privacy is anything but old-fashioned, and trading it 
away creates two kinds of large systemic risk, which Parts III and IV 
describe.  Privacy incursions can be episodic or systematic, but syste-
matic deprivations of privacy also facilitate episodic privacy incur-
sions.  In this Article, therefore, I focus on the interplay between pri-
vacy and systems of surveillance.  Part III argues that freedom from 
surveillance, whether public or private, is foundational to the practice 
of informed and reflective citizenship.  Privacy therefore is an indis-
pensable structural feature of liberal democratic political systems.  
Freedom from surveillance also is foundational to the capacity for in-
novation; therefore, as Part IV explains, the perception of privacy as 
anti-innovation is a non sequitur.  Innovation occurs in commercial 
and social contexts and is infused with particular commercial and so-
cial values.  A commercial culture that sees privacy as threatening its 
own valued practices of knowledge production will register privacy 
regulation as a threat.  But a society that values innovation ignores 
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privacy at its peril, for privacy also shelters the processes of play and 
experimentation from which innovation emerges.  In short, privacy in-
cursions harm individuals, but not only individuals.  Privacy incur-
sions in the name of progress, innovation, and ordered liberty jeopar-
dize the continuing vitality of the political and intellectual culture that 
we say we value. 

A structural understanding of privacy’s importance demands a 
structural approach to privacy regulation.  Effective privacy protection 
requires comprehensive attention to the systemic attributes of both 
public and private surveillance practices, and to the ways in which 
public and private surveillance practices supplement and reinforce one 
another.  Part V briefly outlines some strategies for achieving these 
goals.  Effective privacy regulation must render both public and pri-
vate systems of surveillance meaningfully transparent and account-
able.  It also must preserve breathing room for practices of boundary 
management by situated subjects.  Dynamic, emergent subjectivity — 
the sort of subjectivity upon which liberal democracy and innovation 
both rely — thrives in the interstitial spaces within information-
processing frameworks; privacy regulation must focus on maintaining 
those spaces. 

II.  PRIVACY AND FREEDOM, REIMAGINED: 
PRIVACY’S DYNAMISM 

Privacy’s bad reputation has deep roots in privacy theory.  This 
Part traces those roots to the tradition of liberal individualism, which 
supplies both the conventional understanding of the self that privacy is 
thought to protect and the criteria that an intellectually defensible 
theory of the right to privacy must satisfy.4  Neither set of commit-
ments has served privacy theory well.  The self who benefits from pri-
vacy is not the autonomous, precultural island that the liberal indivi-
dualist model presumes.  Nor can privacy be reduced to a fixed 
condition or attribute (such as seclusion or control) whose boundaries 
can be crisply delineated by the application of deductive logic.  Priva-
cy is shorthand for breathing room to engage in the processes of boun-
dary management that enable and constitute self-development.  So un-
derstood, privacy is fundamentally dynamic.  In a world characterized 
by pervasive social shaping of subjectivity, privacy fosters (partial) 
self-determination.  It enables individuals both to maintain relational 
ties and to develop critical perspectives on the world around them. 

Scholarship about privacy within the U.S. legal academy is infused 
with the commitments of liberal political theory, first and foremost of 
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which is a conception of the self as inherently autonomous.  In its ideal 
form, the liberal self possesses both abstract liberty rights and the ca-
pacity for rational deliberation and choice and is capable of exercising 
its capacities in ways uninfluenced by cultural context.  Not all priva-
cy scholars subscribe to this vision in its purest form; like liberal politi-
cal theorists more generally, privacy scholars disagree about whether 
autonomy is most appropriately characterized as negative or positive 
liberty.  Some endorse the negative liberty paradigm, arguing that pri-
vacy is best understood as an exercise of personal choice.5  Others ar-
gue that privacy is a vital enabler of positive liberty and that individ-
uals therefore need considerable privacy protection to attain the 
independence that the liberal model assumes.6  All seem to agree, how-
ever, that the self possesses “an autonomous core — an essential self 
identifiable after the residue of influence has been subtracted.”7  The 
positive liberty paradigm, moreover, has made little headway within 
U.S. privacy policy, which is dominated instead by a commitment to 
notice and choice that derives from the negative liberty paradigm.  For 
the autonomous self, privacy’s function is principally defensive and 
ameliorative.  Privacy preserves negative space around individuals 
who are already fully formed or mostly fully formed, affording shelter 
from the pressures of societal and technological change.  That under-
standing of privacy links it inseparably to stasis. 

As this brief summary of the debate about privacy and autonomy 
suggests, efforts to theorize privacy also have been hampered by the 
methodological commitments of liberal political theory, which prize 
most highly those definitions of rights that are susceptible to formal, 
quasi-scientific derivation from core principles.  Most privacy theorists 
have tended to think that the key to defining privacy lies in locating 
privacy’s essence in one or another overarching principle (such as lib-
erty, inaccessibility, or control) and then offering finely parsed resolu-
tions of the resulting conflicts between the principles and ordinary, 
everyday practices and expectations.8  Definitions of privacy grounded 
in core principles, however, inevitably prove both over- and underin-
clusive when measured against the types of privacy expectations that 
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real people have.9  For example, such definitions can’t explain the 
widespread belief that sharing personal details with one’s friends or 
one’s airplane seatmate does not automatically equal sharing them 
with one’s employer.  In the real world, privacy expectations and be-
haviors are unruly and heterogeneous, persistently defying efforts to 
reduce them to neat conceptual schema. 

The irony in all this is that privacy theory’s frustrations are largely 
self-inflicted.  The idea of privacy as a defensive bulwark for the auton-
omous self is an artifact of a preexisting cultural construction; it does 
not reveal anything inevitable either about privacy or about selfhood.  
In fact, liberal privacy theory’s descriptive premises about both the 
self and the nature of privacy are wrong.  The self has no autonomous, 
precultural core, nor could it, because we are born and remain situated 
within social and cultural contexts.  And privacy is not a fixed condi-
tion, nor could it be, because the individual’s relationship to social and 
cultural contexts is dynamic.  These realities do not weaken the case 
for privacy; they strengthen it.  But the nature and importance of pri-
vacy can be understood only in relation to a very different vision of 
the self and of the self-society connection. 

The way forward for privacy theory in the liberal tradition requires 
engaging with other scholarly traditions that acknowledge the emer-
gent and relational character of subjectivity.  One place to begin is 
with literatures in the fields of cognitive science, sociology, and social 
psychology, which establish empirical foundations for an understand-
ing of subjectivity as socially constructed.  These literatures explore 
the processes of gradual self-differentiation that individuals undergo 
beginning in early childhood, and probe the ways in which cognition is 
informed by linguistic and cultural conventions.10  They also illumi-
nate the various physical, spatial, and informational strategies that 
people deploy to manage their personal boundaries dynamically over 
time.11 

Empirical accounts of emergent subjectivity converge with theoret-
ical accounts of self-formation grounded in other major philosophical 
traditions, including postmodernism, phenomenology, and pragmatism.  
Postmodernist accounts of self-formation tend to emphasize the power 
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relationships at work in processes of social construction, while prag-
matist accounts are more optimistic about the scope of individual 
agency.12  Both traditions, however, are concerned with evolving sub-
jectivity and with the formative power of culture and experience.  
Contemporary phenomenological theory explores the ways in which 
the experience of subjectivity is rooted in and mediated by the body 
and the material world.13  Some of the most fruitful work in privacy 
theory today is being done at the intersection of these approaches.14 

The goal of this synthesis is not, as some might have it, an illiberal 
model of selfhood.15  That mode of reasoning — “if not liberal, then 
illiberal” — is not unusual, but it is unproductive.  It is a product of 
the reflexive distancing too often practiced by members of different 
academic tribes rather than of any ineluctable reality.  Selfhood and 
social shaping are not mutually exclusive.  Subjectivity, and hence 
selfhood, exists in the space between the experience of autonomous 
selfhood and the reality of social shaping.  It is real in the only way 
that counts: we experience ourselves as having identities that are more 
or less fixed.  But it is also malleable and emergent and embodied, and 
if we are honest, that too accords with experience.  Although reluctant 
to grapple directly with the social construction of subjectivity, impor-
tant contemporary privacy theorists working within the liberal tradi-
tion emphasize the importance of contexts, spaces, bodies, and rela-
tionships for a theory of privacy.16  This suggests tacit acknowledgment 
of the need for a postliberal theory of selfhood — one capacious enough 
to accommodate the full spectrum of relational, emergent subjectivity. 

––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
 12 Important examples of the postmodernist account of self-formation are MICHEL FOUCAULT, 
DISCIPLINE AND PUNISH: THE BIRTH OF THE PRISON (Alan Sheridan trans., Vintage Books 
2d ed. 1995) (1977); and Michel Foucault, Technologies of the Self, in TECHNOLOGIES OF THE 

SELF: A SEMINAR WITH MICHEL FOUCAULT 16 (Luther H. Martin et al. eds., 1988).  Impor-
tant examples of the pragmatist approach include GEORGE H. MEAD, MIND, SELF, AND SO-

CIETY: FROM THE STANDPOINT OF A SOCIAL BEHAVIORIST (Charles W. Morris ed., Univ. 
of Chi. Press 1962) (1934); and JOHN DEWEY, EXPERIENCE AND NATURE (1925). 
 13 See generally, e.g., NICK CROSSLEY, THE SOCIAL BODY: HABIT, IDENTITY, AND DE-

SIRE (2001); ELIZABETH GROSZ, VOLATILE BODIES: TOWARD A CORPOREAL FEMINISM 
(1994); DON IHDE, POSTPHENOMENOLOGY: ESSAYS IN THE POSTMODERN CONTEXT 
(1993). 
 14 See, e.g., COHEN, supra note 4; Daniel J. Solove, Conceptualizing Privacy, 90 CALIF. L. 
REV. 1087 (2002); Valerie Steeves, Reclaiming the Social Value of Privacy, in LESSONS FROM 

THE IDENTITY TRAIL: ANONYMITY, PRIVACY AND IDENTITY IN A NETWORKED SOCIETY 
191 (Ian Kerr et al. eds., 2009). 
 15 See Anita Allen, Configuring the Networked Self: Shared Conceptions and Critiques, CON-

CURRING OPINIONS (Mar. 6, 2012, 6:14 PM), http://www.concurringopinions.com/archives/2012 
/03/configuring-the-networked-self-shared-conceptions-and-critiques.html. 
 16 See, e.g., ALLEN, supra note 8; HELEN NISSENBAUM, PRIVACY IN CONTEXT (2010); 
David Matheson, A Distributive Reductionism About the Right to Privacy, 91 MONIST 108 
(2008); Jeffrey H. Reiman, Privacy, Intimacy, and Personhood, 6 PHIL. & PUB. AFF. 26 (1976); 
Lisa M. Austin, Privacy, Shame, and the Anxieties of Identity (Jan. 1, 2012) (unpublished manu-
script), available at http://ssrn.com/abstract=2061748. 



  

1910 HARVARD LAW REVIEW [Vol. 126:1904 

A synthetic, postliberal approach to the problem of selfhood reveals 
a subjectivity that emerges gradually, in ways that are substantially 
constrained but not rigidly determined by social shaping.  Emergent 
subjectivity is a byproduct of the ordinary, everyday behaviors of sub-
jects who are situated within social and cultural landscapes.  People 
are born into networks of relationships, practices, and beliefs, and over 
time they encounter and experiment with others, engaging in a diverse 
and ad hoc mix of practices that defies neat theoretical simplifica-
tion.17  In particular, the everyday practice of situated subjects does 
not conform to the idealized theoretical models preferred by liberal 
legal theorists, which revolve around the exercise of expressive or 
market liberty; it is messy, heterogeneous, and tactical.  Most impor-
tantly, it is playful, and this is true in two different and equally impor-
tant senses.18  First, situated subjects exercise a deliberate, playful 
agency.  Everyday practice can be enormously creative in ways that 
work around or push back against the institutional, cultural, and ma-
terial constraints that people encounter.  Second, the everyday practice 
of situated subjects exploits environmental serendipity: the unexpected 
encounters and juxtapositions that open new pathways for emergent 
subjectivity to explore.  All of this means that processes of social and 
cultural construction do not automatically produce that caricature, the 
dominated postmodernist subject.  Yet they are nonetheless extraordi-
narily important.  Emergent subjectivity can evolve in ways that pro-
duce a robust sense of agency, supportive and resilient networks of re-
lational ties, and critical independence of mind, but other results are 
also possible, depending on the nature of the constraints that are in 
place and on how tightly they bind. 

I call this vision of selfhood a postliberal one because its relation-
ship to liberalism requires something more difficult and much more 
productive than antagonism: a realistic appraisal of the liberal model’s 
undeniable faults and equally undeniable virtues.  Liberal selfhood has 
an important role to play within privacy theory, but that role is differ-
ent from the one that most privacy scholars have assumed.  The liberal 
self is an aspiration — an idealized model of identity formation that 
can be approached only incompletely, if at all.  This does not mean 
that all of its attributes are equally attractive and worth pursuing.  
Certain features of liberal selfhood have been roundly and justifiably 
critiqued, most notably its abstraction from embodied reality and its 
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independence from relational ties.19  But others — most notably the 
liberal self’s capacity for critical independence of thought and judg-
ment, its commitments to self-actualization and reason, and its aspira-
tion to cosmopolitanism — are essential tools for identifying and pur-
suing the material and political conditions for self-fulfillment and more 
broadly for human flourishing.20 

But here we must come back to privacy, for the development of 
critical subjectivity is a realistic goal only to the extent that privacy 
comes into play.  Subjectivity is a function of the interplay between 
emergent selfhood and social shaping; privacy, which inheres in the in-
terstices of social shaping, is what permits that interplay to occur.  Pri-
vacy is not a fixed condition that can be distilled to an essential core, 
but rather “an interest in breathing room to engage in socially situated 
processes of boundary management.”21  It enables situated subjects 
to navigate within preexisting cultural and social matrices, creating 
spaces for the play and the work of self-making. 

And once this point is established, privacy’s dynamism becomes 
clear.  Lack of privacy means reduced scope for self-making — along 
the lines of the liberal ideal, or along other lines.  Privacy does not ne-
gate social shaping.  “In a world with effective boundary management, 
however, there is play in the joints, and that is better than the alterna-
tive. . . . Privacy’s goal, simply put, is to ensure that the development 
of subjectivity and the development of communal values do not pro-
ceed in lockstep.”22  Privacy will not always produce expressions of 
subjectivity that have social value, and here I mean expressly to leave 
open the question whether there might be particular types of privacy 
claims that do not merit protection or even respect.23  Even so, privacy 
is one of the resources that situated subjects require to flourish. 
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III.  PERFECT TECHNOLOGIES OF JUSTICE? 
PRIVACY AND LIBERAL DEMOCRACY 

If, as I have argued, the capacity for critical subjectivity shrinks in 
conditions of diminished privacy, what happens to the capacity for 
democratic self-government?  Conditions of diminished privacy shrink 
the latter capacity as well, because they impair the practice of citizen-
ship.  But a liberal democratic society cannot sustain itself without cit-
izens who possess the capacity for democratic self-government.  A so-
ciety that permits the unchecked ascendancy of surveillance 
infrastructures cannot hope to remain a liberal democracy.  Under 
such conditions, liberal democracy as a form of government is re-
placed, gradually but surely, by a different form of government that I 
will call modulated democracy because it relies on a form of surveil-
lance that operates by modulation.  Modulation and modulated de-
mocracy are emerging as networked surveillance technologies take root 
within democratic societies characterized by advanced systems of in-
formational capitalism.  Citizens within modulated democracies — cit-
izens who are subject to pervasively distributed surveillance and mod-
ulation by powerful commercial and political interests — increasingly 
will lack the ability to form and pursue meaningful agendas for human 
flourishing. 

It is useful to begin by considering the relationship between citizen-
ship and political and economic institutions.  That institutions shape 
opportunities for the exercise of citizenship is, I think, an unremark-
able proposition.  Citizenship is more than a status.  It is also a set of 
practices — voting, public debate, and so on — and so the scope for 
the practice of citizenship will be defined in part by the practices that 
existing institutions encourage, permit, or foreclose.  Less often ac-
knowledged is that institutions configure citizens, inculcating habits of 
mind and behavior that lend themselves more readily to certain types 
of practices than to others.  Institutions shape not only the scope but 
also the capacity for citizenship.  One of the lessons of American ex-
periments in democracy building, beginning in the 1980s in the former 
Soviet Union and continuing most recently in Afghanistan and Iraq, is 
that democracy is difficult to jumpstart.  Well-functioning state and 
market institutions cannot be built in the span of a grant-funded re-
search project or a military campaign.  Their rhythms and norms must 
be learned and then internalized, bringing into being the habits of 
mind and behavior that democratic citizenship requires. 

Still absent from this equation is the mediating effect of networked 
information and communication technologies.  Like the other artifacts 
that we use in our daily lives, networked information technologies me-
diate our relationship to the world around us.  Processes of mediation 
are partly behavioral.  The particular design features of our artifacts 
make some activities seem easier and more natural and others more 
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difficult, and these implicit behavioral templates, or affordances, en-
courage us to behave in certain ways rather than others.24  But 
processes of mediation are also conceptual and heuristic.  Our artifacts 
organize the world for us, subtly shaping the ways that we make sense 
of it.  Over time we come to perceive the world through the lenses that 
our artifacts create.25  For example, an automobile-club map and the 
step-by-step instructions uttered by an in-car GPS or the iPhone’s Siri 
interface represent local geography in radically different ways.  In-
triguingly, there is evidence to suggest that over time the processes of 
mediation and configuration become deeply encoded in our neurobiol-
ogy, producing individuals who are actually wired to think and act 
differently.26 

Networked information technologies mediate our experiences of the 
world in ways directly related to both the practice of citizenship and 
the capacity for citizenship, and so they configure citizens as directly 
or even more directly than institutions do.  The practice of citizenship 
requires access to information and to the various communities in 
which citizens claim membership.  In the networked information socie-
ty, those experiences are mediated by search engines, social networking 
platforms, and content formats.  Search engines filter and rank search 
results, tailoring both the results and the accompanying advertising to 
what is known about the searcher and prioritizing results in ways that 
reflect popularity and advertising payments.  Social networking plat-
forms filter and systematize social and professional relationships ac-
cording to their own logics.  Content formats determine the material 
conditions of access to information — for example, whether a video 
file can be copied or manipulated, or whether a news forum permits 
reader comments.  Each set of processes structures the practice of citi-
zenship and also subtly molds network users’ understanding of the 
surrounding world.27  To an increasing degree, then, the capacity for 
democratic self-government is defined in part by what those technolo-
gies and other widely used technologies allow, and by exactly how they 
allow it.  

Trajectories of technological development are not inevitable, and so 
it does not follow that technologies must configure citizens in a partic-
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Cohen, Configuring the Networked Citizen, in IMAGINING NEW LEGALITIES 129, 131–32  (Aus-
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 26 See generally NICHOLAS CARR, THE SHALLOWS: WHAT THE INTERNET IS DOING TO 
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 27 See Cohen, Configuring the Networked Citizen, supra note 25, at 133–36. 
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ular way.  Here, though, two developments are worth noting carefully.  
One is the trend toward seamless, invisible design of digital artifacts 
and interfaces.  Prevailing best practices in design, bolstered in some 
cases by the operation of trade secrecy law, obscure the workings of 
network architectures.  The shift to “black box” platforms for access 
and participation makes the processes of mediation more difficult to 
understand and therefore to contest.28  The controversy over electronic 
voting is a case in point.  Computer scientists and public interest ad-
vocates have identified persistent concerns about the security and in-
tegrity of digital voting platforms, but efforts to address those concerns 
have been obstructed by assertions of trade secrecy protection.29  Ef-
forts to generate more widespread public attention to electronic voting 
issues also have been hampered by the technical complexity of the sub-
ject matter.  As a result of the shift to electronic voting, access to a 
core democratic capability increasingly is mediated in ways that only a 
minority of citizens can claim to understand. 

The second development worth remarking is the increasing extent 
to which networked surveillance technologies and practices pervade 
everyday life.  In literature and in the popular press, the idea of a sur-
veillance society is habitually linked with totalitarian political systems.  
That equation is too simple, however: “[T]he surveillance society is 
better thought of as the outcome of modern organizational practices, 
businesses, government and the military than as a covert conspiracy.  
Surveillance may be viewed as progress towards efficient administra-
tion, in Max Weber’s view, a benefit for the development of Western 
capitalism and the modern nation-state.”30  This description calls to 
mind Bruce Ackerman’s evocative formulation of a just society’s ideal 
(though unrealizable) instrumentality as a “perfect technology of jus-
tice.”31  Within systems of surveillance, efficient administration is a 
paramount form of justice.  According to country rankings published 
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 28 See FRANK PASQUALE, THE BLACK BOX SOCIETY: TECHNOLOGIES OF REPUTATION, 
SEARCH, AND FINANCE (forthcoming 2013) (manuscript at 3–19) (on file with the Harvard Law 
School Library).  See generally Frank Pasquale, Restoring Transparency to Automated Authority, 
9 J. ON TELECOMM. & HIGH TECH. L. 235 (2011). 
 29 On the technical vulnerabilities of electronic voting, see Andrew W. Appel, Security Seals 
on Voting Machines: A Case Study, 14 ACM TRANSACTIONS ON INFO. & SYS. SECURITY 18:1 
(2011), available at http://delivery.acm.org/10.1145/2020000/2019603/a18-appel.pdf; Michael Agresta, 
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 30 KIRSTIE BALL ET AL., SURVEILLANCE STUDIES NETWORK, A REPORT ON THE SUR-

VEILLANCE SOCIETY 1 (David Murakami Wood ed., 2006) [hereinafter REPORT ON THE SUR-

VEILLANCE SOCIETY] (citing FROM MAX WEBER: ESSAYS IN SOCIOLOGY (H.H. Gerth & C. 
Wright Mills eds., 1964)). 
 31 BRUCE A. ACKERMAN, SOCIAL JUSTICE IN THE LIBERAL STATE 21–23  (1980). 
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by Privacy International in 2007, the United States was an “endemic 
surveillance society,” a distinction it shared with the United Kingdom, 
Russia, China, Malaysia, Thailand, Taiwan, and Singapore.32 

Networked information technologies enable surveillance to become 
modulation.  Surveillance may be defined generically as attention that 
is “purposeful, routine, systematic and focused.”33  Networked infor-
mation technologies enable surveillant attention to become continuous, 
pervasively distributed, and persistent.34  This in turn facilitates mod-
ulation: a set of processes in which the quality and content of surveil-
lant attention is continually modified according to the subject’s own 
behavior, sometimes in response to inputs from the subject but accord-
ing to logics that ultimately are outside the subject’s control.35 

While modulation could be undertaken by the government, within 
systems of informational capitalism it is more typically and effectively 
undertaken by private actors.  Following Manuel Castells, I use “in-
formational capitalism” to refer to the alignment of capitalism as a 
mode of production with informationalism as a mode of development: 
“[c]apitalism is oriented toward profit-maximizing, that is, toward 
increasing the amount of surplus appropriated by capital on the basis  
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 32 National Privacy Ranking 2007 — Leading Surveillance Societies Around the World, PRI-

VACY INT’L, https://www.privacyinternational.org/sites/privacyinternational.org/files/file-downloads 
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 33 REPORT ON THE SURVEILLANCE SOCIETY, supra note 30, at 4. 
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Joughin trans., 1995): 
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Id. at 181. 
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of the private control over the means of production and circulation,” 
while “informationalism is oriented . . . toward the accumulation of 
knowledge and towards higher levels of complexity in information 
processing.”36  In the contemporary information economy, private-
sector firms like Google, Facebook, and data broker Acxiom use flows 
of information about consumer behavior to target advertisements, 
search results, and other content.  Advertisers and other client firms 
rely on the flows of information to construct pricing and risk manage-
ment templates that maximize their ability to identify high-value con-
sumers and to extract surplus from all consumers.  Still other firms re-
ly on flows of information to authenticate access to places (such as 
workplaces and gaming environments), services (such as banking and 
telecommunications), and networked information resources (such as 
software and databases).  Information from and about consumers feeds 
into sophisticated systems of predictive analytics so that surveillant 
attention can be personalized more precisely and seamlessly.  Govern-
ment is an important secondary beneficiary of informational capital-
ism, routinely accessing and using flows of behavioral and commu-
nications data for its own purposes.  The embedding of surveillance 
functionality within market and political institutions produces “surveil-
lant assemblage[s],” in which information flows in circuits that serve 
the interests of powerful entities, both private and public.37 

In the modulated society, surveillance is not heavy-handed; it is or-
dinary, and its ordinariness lends it extraordinary power.  The surveil-
lant assemblages of informational capitalism do not have as their pur-
pose or effect the “normalized soul training” of the Orwellian 
nightmare.38  They beckon with seductive appeal.  Individual citizen-
consumers willingly and actively participate in processes of modula-
tion, seeking the benefits that increased personalization can bring.  For 
favored consumers, these benefits may include price discounts, en-
hanced products and services, more convenient access to resources, 
and heightened social status.39  Within surveillant assemblages, pat-
terns of information flow are accompanied by discourses about why 
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 36 1 MANUEL CASTELLS, THE INFORMATION AGE: THE RISE OF THE NETWORK SO-
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the patterns are natural and beneficial, and those discourses foster 
widespread internalization of the new norms of information flow. 

For all of these reasons, a critique of surveillance as privacy inva-
sion “does not do justice to the productive character of consumer sur-
veillance.”40  Modulation is a mode of privacy invasion, but it is also a 
mode of knowledge production designed to produce a particular way 
of knowing and a mode of governance designed to produce a particu-
lar kind of subject.  Its purpose is to produce tractable, predictable  
citizen-consumers whose preferred modes of self-determination play 
out along predictable and profit-generating trajectories.  Yet to speak 
of networked processes of surveillance and modulation in the industrial- 
era vernacular, as systems for “manufacturing consent,” would be too 
crude.41  Rather, in a much more subtle process of continual feedback, 
stimuli are tailored to play to existing inclinations, nudging them in di-
rections that align with profit-maximizing goals.42  So too with politi-
cal inclinations; particularly as search and social networking become 
more seamlessly integrated, networked citizen-consumers move within 
personalized “filter bubbles” that conform the information environ-
ment to their political and ideological commitments.43  This is condu-
cive to identifying and targeting particular political constituencies,44 
but not necessarily to fostering political dialogue among diverse con-
stituencies in ways that might enable them to find common ground. 

By these increasingly ordinary processes, both public and private 
regimes of surveillance and modulation diminish the capacity for dem-
ocratic self-government.  To be clear, I do not mean to suggest that 
surveillance is never necessary, nor that it is inevitably pernicious.  
Governments require some kinds of knowledge about people to govern 
effectively.  I also want expressly to leave open the question whether 
national security imperatives might justify certain types of heightened 
surveillance.  But in for a penny should not mean in for a pound.  Cit-
izens of the modulated society are not the same citizens that the liberal 
democratic political tradition assumes, nor do their modulated prefer-
ences even approximately resemble the independent decisions, formed 
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through robust and open debate, that liberal democracy requires to 
sustain and perfect itself.  The modulated society is the consummate 
social and intellectual rheostat, continually adjusting the information 
environment to each individual’s comfort level.  Liberal democratic 
citizenship requires a certain amount of discomfort — enough to moti-
vate citizens to pursue improvements in the realization of political and 
social ideals.  The modulated citizenry lacks the wherewithal and per-
haps even the desire to practice this sort of citizenship. 

If this sounds like science fiction, it shouldn’t.  Like the liberal self, 
liberal democracy has always been an ideal to be pursued and approx-
imated.  A polity’s ability to approximate liberal democracy has both 
institutional and material preconditions.  In the generations following 
the framing of the U.S. Constitution, those who sought to build a func-
tioning liberal democracy had to contend with the gulf between liber-
alism’s aspirations to egalitarianism and the concentration of political 
power in an entitled minority of white male property and slave own-
ers.  In the generations to come, those who seek to maintain a func-
tioning liberal democracy will need to contend with the gulf between 
liberalism’s aspirations to self-government by an informed and vigilant 
citizenry and the relatively blunted capacities of a modulated citizenry. 

To put the point a different way, the liberal self and the liberal 
democratic society are symbiotic ideals.  Their inevitably partial, im-
perfect realization requires habits of mind, of discourse, and of self-
restraint that must be learned.  Those are the very same habits that 
support a mature, critical subjectivity, and they require privacy to 
form.  The institutions of modulated democracy, which systematically 
eradicate breathing space for dynamic privacy, deny both critical sub-
jectivity and critical citizenship the opportunity to flourish.  The liber-
al democratic society will cease to be a realistic aspiration unless se-
rious attention is given to the conditions that produce (aspiring) liberal 
selves. 

IV.  THE END OF THEORY? 
PRIVACY, “BIG DATA,” AND INNOVATION 

Conditions of diminished privacy also impair the capacity to inno-
vate.  This is so both because innovation requires the capacity for crit-
ical perspective on one’s environment and because innovation is not 
only about independence of mind.  Innovation also requires room to 
tinker, and therefore thrives most fully in an environment that values 
and preserves spaces for tinkering.  A society that permits the un-
checked ascendancy of surveillance infrastructures, which dampen and 
modulate behavioral variability, cannot hope to maintain a vibrant tra-
dition of cultural and technical innovation.  Efforts to repackage per-
vasive surveillance as innovation — under the moniker “Big Data” — 
are better understood as efforts to enshrine the methods and values 
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of the modulated society at the heart of our system of knowledge pro-
duction.  The techniques of Big Data have important contributions to 
make to the scientific enterprise and to social welfare, but as engines 
 of truth production about human subjects they deserve a long, hard 
second look. 

An understanding of “innovation” as the absence of regulatory con-
straint features prominently in contemporary information policy dis-
course.  The need to incentivize innovation is offered as the justifica-
tion for strengthening proprietary control of intellectual goods and as 
the justification for regulating information networks lightly (if at all).  
In debates about information privacy, innovation is increasingly posi-
tioned as a justification for withholding data protection, and for look-
ing the other way when privacy breaches appear to violate existing 
promises to consumers and regulators.  Sometimes the opposition be-
tween privacy and innovation is explicit, but more often it is implicit 
in rhetoric that aligns innovation with unfettered information collec-
tion and processing.45  Innovation then joins the list of values against 
which privacy must be balanced — and, of course, no one wants to go 
on record as opposing innovation.  Confronted with asserted conflicts 
between privacy on the one hand and innovation and economic com-
petitiveness on the other, regulators timidly opine that privacy harms 
result from “unexpected” disclosures of personal information and that 
more robust guarantees of notice and choice therefore may be needed 
to “build[] consumer trust in the marketplace.”46 

This simplistic view of the relationship between privacy and inno-
vation is wrong.  It fails to take into account either the nature of inno-
vative practice or the dynamic function of privacy.  Innovation does 
not follow an inevitable, linear arc to a predetermined end.  It depends 
for its realization on innovative practice by situated subjects, and in-
novative practice is not linear; in Brett Frischmann’s words, it is “mul-

––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
 45 See, e.g., Balancing Privacy and Innovation, supra note 1, at 13 (“And what happens when 
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tidirectional, stochastic, [and] full of feedback loops.”47  External ob-
stacles, whether material or regulatory, affect the feedback loops, but 
also represent opportunities; innovation emerges from the interplay be-
tween freedom and constraint.  Innovative practice is threatened most 
directly when circumstances impose intellectual regimentation, pre-
scribing orthodoxies and restricting the freedom to tinker.  It thrives 
most fully when circumstances yield serendipitous encounters with 
new resources and ideas, and afford the intellectual and material 
breathing room to experiment with them.48 

When the predicate conditions for innovation are described in this 
way, the problem with characterizing privacy as anti-innovation be-
comes clear: it is modulation, not privacy, that poses the greater threat 
to innovative practice.  Regimes of pervasively distributed surveillance 
and modulation seek to mold individual preferences and behavior in 
ways that reduce the serendipity and the freedom to tinker on which 
innovation thrives.  The suggestion that innovative activity will persist 
unchilled under conditions of pervasively distributed surveillance is 
simply silly; it derives rhetorical force from the cultural construct of 
the liberal subject, who can separate the act of creation from the fact 
of surveillance.  As we have seen, though, that is an unsustainable fic-
tion.  The real, socially constructed subject responds to surveillance 
quite differently — which is, of course, exactly why government and 
commercial entities engage in it.  Clearing the way for innovation re-
quires clearing the way for innovative practice by real people.  Innova-
tive practice in turn requires breathing room for critical self-
determination and physical spaces within which the everyday practice 
of tinkering can thrive. 

There is, however, a new flavor of innovation on the scene: Big Da-
ta.  “Big Data” is shorthand for the combination of a technology and a 
process.  The technology is a configuration of information-processing 
hardware capable of sifting, sorting, and interrogating vast quantities 
of data in very short times.  The process involves mining the data for 
patterns, distilling the patterns into predictive analytics, and applying 
the analytics to new data.  Together, the technology and the process 
comprise a technique for converting data flows into a particular, highly 

––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
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data-intensive type of knowledge.49  The technique of Big Data can be 
used to analyze data about the physical world — for example, climate 
or seismological data — or it can be used to analyze physical, transac-
tional, and behavioral data about people.  So used, it is vastly more 
nimble than old practices of category-driven profiling developed in the 
late twentieth century and now widely criticized.50  According to its 
enthusiasts, Big Data will usher in a new era of knowledge production 
and innovation, producing enormous benefits to science and business 
alike.  According to its critics, Big Data is profiling on steroids, un-
thinkably intrusive and eerily omniscient. 

Big Data’s claims to epistemological privilege stem from its as-
serted fidelity to reality at a very high level of detail.  Its most avid en-
thusiasts do not paint it simply as an improvement in the state of the 
profiling art; rather, they claim that Big Data will eliminate the need 
for models altogether.51  In place of predetermined and inevitably ar-
tificial categories, it will produce predictions and recommendations 
finely tailored to particular situations.  Armed with enough data, re-
searchers of all types will be able to jettison the post hoc, oversimple 
models through which they — and through them, we — have per-
ceived the world in favor of reality, unfiltered.  In the era of Big Data, 
we will have knowledge without visionaries.  In the domain of infor-
mation processing, we will have innovation without innovators, 
purged of the sloppiness, bias, and incompleteness that attends ordi-
nary human endeavors.  The always-on digital feedback processes of 
Big Data are highly attuned to individual variation, and therefore ca-
pable of making minute distinctions among individual subjects, but 
they generate and automatically refine their own analytic frameworks.  
Even those observers who do not explicitly subscribe to this under-
standing of Big Data offer tantalizing visions of improved understand-
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ing and innovative leaps in areas ranging from pandemic detection 
and drug design to traffic control and inventory management.52 

To begin with, it is worth unpacking the atmospherics surrounding 
some of the more extreme claims about what Big Data promises.  
There is considerable irony in the spectacle of a technoculture that has 
long celebrated innovation as the ultimate expression of enlightened 
individualism seeking a modality for innovation that will transcend 
individual agency altogether.  Irony compounds irony: some of the 
claims on behalf of Big Data, those framed in terms of a “singularity” 
waiting in our soon-to-be-realized future, sound quasi-religious, con-
juring up the image of throngs of dyed-in-the-wool rationalists await-
ing digital rapture.53  To cultural historians, these claims likely have a 
familiar ring: they are expressions of the “technological sublime,” a 
utopian (and singularly American) faith in the promise of better living 
through technology.54  Reality lags predictably behind utopia, however, 
and so it is important to consider the ways in which Big Data as an 
enterprise is actually developing. 

Considered more soberly, the claim that Big Data will eliminate the 
need for scientific modeling simply does not make sense.  By this claim 
I do not mean to imply that the techniques that comprise Big Data 
lack value as tools for knowledge discovery, nor to deny that those 
techniques will sometimes represent radical improvements upon preex-
isting tools.  To take just two examples, the application of predictive 
analytics to massive data sets will certainly enhance climatologists’ 
understanding of weather patterns and improve epidemiologists’ abili-
ty to understand and respond to public health problems.  It is beyond 
serious question that the techniques that comprise Big Data offer vital-
ly important strategies for promoting human flourishing in an increas-
ingly complex, crowded, and interdependent world.  But those tech-
niques cannot themselves decide which questions to investigate, cannot 
instruct us how to place data flows and patterns in larger conceptual 
or normative perspective, and cannot tell us whether and when it 
might be fair and just to limit data processing in the service of other 
values.  These shortcomings mean that Big Data cannot replace either 
human-driven modeling or the prior decisions about direction and 
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scope that set the substantive and ethical parameters for particular 
programs of investigation. 

Here it is worth noting that the enthusiasm for Big Data has 
another set of cultural antecedents that is less immediately obvious, 
but ultimately more troubling.  As Wall Street’s flavor of the month, 
Big Data stands in a long and undistinguished tradition.  The “smart-
est guys in the room”55 no longer work for Enron, Lehman Brothers, 
or AIG; now they work for Google or Target or Acxiom, pursuing the 
holy grail of knowing customers better than they know themselves.  
Features in the Wall Street Journal and the Economist pay homage to 
the heady combination of computing horsepower and technical ma-
chismo that the quest demands.56  Personalization is the new religion 
of the information society, and the quant jocks of Big Data are its high 
priests.  The skeptic’s questions about downside risks go unanswered, 
and often unasked.  

Innovation is never a neutral quantity.  Technologies and artifacts 
are shaped by the values, priorities, and assumptions of their develop-
ers, and often by those of their users as well.  Of course, many tech-
nologies are designed or refined with particular goals in mind, but here 
I am referring to a different and less deliberate shaping process, 
through which artifacts come to reflect and reproduce beliefs about the 
types of functions and ways of living and working that are impor-
tant.57  To return to a previous example, the design of an in-car GPS 
interface prioritizes getting from point A to point B most efficiently.  
The design of a child’s car seat prioritizes modularity and affordability 
over compact size; therefore, it promotes safety but not the purchase of 
smaller, more fuel-efficient cars.  The techniques of Big Data are no 
exception to this rule of cultural constructedness. 

In particular, I want to highlight three distinct but mutually rein-
forcing problems: three ways in which the shift to Big Data now play-
ing out within the particular context of the system of informational 
capitalism seems likely to reinforce certain values, and favor certain  
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kinds of knowledge, over others.  The first problem concerns hidden 
research agendas.  Big Data may seem to update and improve upon 
traditional scientific modeling because its investigations are both open-
ended and ongoing.  Such investigations do not conform to the idea of 
the scientific research program as a series of limited data collections 
for the purpose of testing and possibly falsifying a particular hypothe-
sis.58  Big Data’s relative advantage (according to some) is its ability to 
make sense, in real time, of an ever-changing data landscape.  Deci-
sions about research agendas need not be explicit, however.  The re-
search agendas that drive Big Data will be those of the entities that 
deploy it.  It is at this point that a more general principle of falsifiabili-
ty begins to matter.  Even within academic computational science, at-
taining the transparency required to confirm or falsify results is Big 
Data’s Achilles’ heel; observers have begun to point to a “credibility 
crisis” that derives from inadequate disclosure of data sets and meth-
ods.59  Big Data in the private sector neither pretends nor aspires to 
transparency; research agendas and data sets are typically kept secret, 
as are the analytics that underpin them. 

The second problem concerns underlying ideology.  Big Data is the 
ultimate expression of a mode of rationality that equates information 
with truth and more information with more truth, and that denies the 
possibility that information processing designed simply to identify 
“patterns” might be systematically infused with a particular ideology.  
Those core premises are deeply entrenched within American intellec-
tual culture.  Even when private-sector research agendas are uncov-
ered and become the subjects of investigation and critique in the pages 
of The Atlantic and the New York Times Magazine,60 we seem unable 
to challenge the techniques of Big Data as knowledge-production prac-
tices.  But the denial of ideology is itself an ideological position.  In-
formation is never just information: even pattern identification is in-
formed by values about what makes a pattern and why, and why the 
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pattern in question is worth noting.  Pattern identification also is in-
formed by both content and categorization biases in the databases of 
origin; thus, for example, the Facebook data set has particular demo-
graphics and reflects particular beliefs about what makes someone  
a “friend.”  Big Data does not interrogate those choices; it does not 
need to.  Big Data is the intellectual engine of the modulated society.  
Its techniques are techniques for locating and extracting consumer 
surplus and for managing, allocating, and pricing risk, and it takes da-
ta sets at face value.  But the values of predictive rationality and risk 
management are values, and they are the values with which serious 
critics of Big Data need to contend. 

The third problem is, once again, the problem of constructed sub-
jectivity, and more specifically the problem of subjectivity constructed 
in the service of the self-interested agendas of powerful economic ac-
tors.  The integrity of behavioral and preference data is a longstanding 
concern within social science research, and this concern has led to the 
development of elaborate techniques of research design to minimize 
distortion.  Big Data attacks the problem of data integrity from a dif-
ferent direction by gathering behavioral data at the source (and often 
without the subjects’ knowledge).  Even when it operates unobserved, 
however, Big Data cannot neutralize the problem of constructed sub-
jectivity, and instead is more likely both to exacerbate the problem and 
to insulate it from public scrutiny.  The techniques of Big Data subject 
individuals to predictive judgments about their preferences, and the 
process of modulation also shapes and produces those preferences.  
The result is “computational social science” in the wild, a fast-moving 
and essentially unregulated process of experimentation on unsuspect-
ing populations.61  Big Data’s practitioners are never “just watching.”  
And here informational capitalism’s interlinked preferences for con-
sumer surplus extraction and risk management can be expected to 
move subjectivity in predictably path-dependent directions.62 

By now it should be apparent that there are important procedural 
and ethical objections to some of the most common applications of Big 
Data.  As deployed by commercial entities, Big Data represents the de 
facto privatization of human subjects research, without the procedural 
and ethical safeguards that traditionally have been required.  Popula-
tion studies using the techniques of Big Data typically proceed without 
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the sorts of controls that might be instituted by, for example, an insti-
tutional review board.63  I tend to think this is a very bad idea.  At 
minimum, it should be uncontroversial to suggest that these issues re-
quire further study. 

Other objections are more subtle, and this brings us back to priva-
cy.  As already noted, privacy is increasingly cast as the spoiler in this 
tale, the obstacle to the triumphant march of predictive rationalism.  
Privacy scholars and advocates have not fully teased out the implica-
tions of this positioning, but they are dire: if information processing is 
rational, then anything that disrupts information processing, including 
privacy protection, is presumptively irrational.  In the long run, I think 
that a strategy of avoidance on this point is a mistake; the implicit 
charge of irrationality must be answered.  I have argued elsewhere 
that this characterization of privacy misses the mark.  A commitment 
to privacy expresses a different kind of “sound reason” that we might 
choose to value — one that prizes serendipity as well as predictability 
and idiosyncrasy as well as assimilation.64 

The distinction between predictive rationalism and reason directs 
our attention to the quality of the innovation Big Data seems likely to 
produce, and to the sorts of innovation most likely to be lost.  Even if 
Big Data did not continually alter its own operands, it would not op-
erate in a vacuum.  It is a mistake to think of the techniques of Big 
Data as simply adding to the amount of information circulating within 
society.  The valorization of predictive rationality and risk manage-
ment inevitably displaces other kinds of knowledge that might be gen-
erated instead.  Stimuli tailored to consumptive preferences crowd out 
other ways in which preferences and self-knowledge might be ex-
pressed, and also crowd out other kinds of motivators — altruism, 
empathy, and so on — that might spur innovation in different direc-
tions.65  In a consumption-driven economy, the innovations that 
emerge and find favor will be those that fulfill consumption-driven 
needs.  Contemporary applications of Big Data extend beyond market-
ing and advertising to core social and cultural functions, including the 
study of intellectual preferences and the delivery of higher education.66  
Systematizing those functions according to the dictates of predictive 
rationality threatens important social values.  It crowds out the ability 
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to form and pursue other kinds of agendas for human flourishing, 
which is indispensable both to maintaining a vital, dynamic society 
and to pursuing a more just one. 

In short, privacy is important both because it promotes innovative 
practice and because it promotes particular kinds of innovation that 
are extraordinarily important.  The human innovative drive is both 
unpredictable and robust, but it does not follow that all environments 
are equally favorable to innovation or that all environments will pro-
duce the same kinds of innovation.  If privacy and serendipity are crit-
ical to innovation — by which I mean critical both to the likelihood 
that innovation will occur and to the substance of that innovation — 
there is reason to worry when privacy is squeezed to the margins and 
when the pathways of serendipity are disrupted and rearranged to 
serve more linear, commercial imperatives.  Environments that disfa-
vor critical independence of mind and that discourage the kinds of 
tinkering and behavioral variation out of which innovation emerges 
will, over time, predictably and systematically disfavor innovation of 
all types.  Environments designed to promote consumptive and profit-
maximizing choices will systematically disfavor innovations designed 
to promote other values.  The modulated society is dedicated to predic-
tion but not necessarily to understanding or to advancing human ma-
terial, intellectual, and political well-being.  Data processing offers im-
portant benefits, but so does privacy.  A healthy society needs both. 

V.  “MIND THE GAPS”: FROM PRIVACY GOVERNANCE 
TO PRIVACY PROTECTION 

Privacy rights protect individuals, but to understand privacy sim-
ply as an individual right is a mistake.  The ability to have, maintain, 
and manage privacy depends heavily on the attributes of one’s social, 
material, and informational environment.  Recall that privacy in the 
dynamic sense is “an interest in breathing room to engage in socially 
situated processes of boundary management.”67  That interest has dis-
tinct structural entailments that efforts to design effective legal protec-
tion for privacy must acknowledge.  In addition, privacy does not only 
protect individuals.  Privacy furthers fundamental public policy goals 
relating to liberal democratic citizenship, innovation, and human flour-
ishing, and those purposes must be taken into account when making 
privacy policy.  The paradigm of “new privacy governance” that has 
been evolving within the U.S. legal system is unlikely to serve individ-
ual or public interests in privacy well, because it is rooted in a regula-
tory ideology that systematically downplays the need to hold market  
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actors accountable for harms to the public interest.  Effective privacy 
protection must target the qualities of seamlessness and opacity that 
together enable modulation. 

Contemporary information privacy policy in the U.S. sits at the in-
tersection of two ongoing conversations about the future of regulation 
in the networked information era.  The first conversation concerns the 
appropriate uses of information architectures to bolster regulatory 
strategies.  For the most part, that discussion has been structured by 
the taxonomy developed by Lawrence Lessig, which classifies “code” 
as one of four principal regulatory modalities, alongside law, markets, 
and norms.68  The second conversation that informs privacy regulation 
concerns the appropriate division of regulatory authority in an era of 
economic and technical complexity.  That conversation has produced a 
regulatory paradigm known as the “new governance,” which favors re-
configuration of the public-private relationship in regulation and, of-
ten, the devolution of regulatory authority to private entities or public-
private partnerships.69  In the domain of information law and policy, 
the intersection of the four-modalities taxonomy with the new gover-
nance has produced a regulatory discourse with a technocratic flavor 
and a neoliberal ethic: “Descriptive accounts of regulation everywhere 
around us — in markets, in norms, and in ‘code’ — are increasingly 
conjoined with normative claims about the relative efficacy of priva-
tized regulation through cooperative standard-setting, licensing of 
compliant implementations, joint ventures, and other collaborative ac-
tivities by market participants.”70 

Privacy regulators operating within limited statutory grants of ju-
risdiction have embraced the new governance with enthusiasm.  The 
Federal Trade Commission in particular has taken a leading role in 
shaping the new privacy governance, convening roundtables of “stake-
holders” to identify best practices in personal information processing 
and exerting its enforcement authority principally via consent decrees 
negotiated with firms like Google and Facebook.71  Privacy scholars 
have been more cautious about implementation but have applied 
themselves with a will to the task of reimagining privacy regulation 
through the new governance lens.72 
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The cautious, technocratic approach embodied in the new privacy 
governance, and the ambivalent regulatory response to corporate “pri-
vacy practices” that it has engendered, are the latest chapter in an on-
going romance between lawyers and techniques for processing and 
managing information.  When such techniques are envisioned as neu-
tral instrumentalities for pursuing more perfect social welfare, it is dif-
ficult to subject them to critical scrutiny.  Ian Kerr traces this disincli-
nation back to the influential writings of Oliver Wendell Holmes, Jr., 
who in 1897 famously opined that “the man of the future is the man of 
statistics.”73  Faith in the redemptive power of information technolo-
gies persists even when the appropriate tools are unavailable.  Writing 
in 1980, Ackerman defended liberal democratic principles and institu-
tions as a second-best solution to the impossible problem of reconciling 
competing and incommensurable goods, necessary because the best so-
lution — a “perfect technology of justice” — did not exist.74  In his 
2005 paean to Big Data, Ackerman’s colleague Ian Ayres is more op-
timistic, envisioning pattern recognition and predictive analytics as 
routes toward more perfectly enlightened decisionmaking about a wide 
variety of problems.75 

The new privacy governance also has a politics that has been rela-
tively resistant to critical scrutiny.  As a way of joining the issue, I 
want to single out two interventions in the regulatory debate about 
networked information technologies that are noteworthy both for their 
prescience about the risks of modulation and for the way their recep-
tion in scholarly and policy circles highlights pathologies within the 
new governance paradigm.  The first is Mark Tushnet’s early critique 
of the four-modalities taxonomy, which worried that the taxonomy and 
the behavioral-control approach to regulation that it exemplifies could 
become way stations on the route to totalitarianism.76  That worry met 
with a deafening silence; it is cited almost nowhere in the cyberlaw lit-
erature.  In part this may be because Tushnet did not himself choose to 
pursue the project, but I think the primary reason is that at a moment 
when scholars and pundits hailed networked information technologies 
as the crown jewels of a democratic, capitalist political economy, the 
whiff of sulfur simply did not register.  The second intervention is 
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Frank Pasquale’s proposal for federal regulation of neutrality in online 
search, which took aim directly at the free-market optimism that has 
animated so much thinking about information law and policy.77  This 
proposal, styled not as a general warning but rather as a call for con-
crete regulatory action, has sparked intense criticism.  Yet opponents 
of search engine regulation have seemed almost willfully blind to the 
thrust of Pasquale’s critique, which has to do with the role of technical 
opacity in producing and reinforcing modulation.78 

To consider the promise and potential of networked information 
technologies in the abstract without taking into account the ways in 
which they are deployed to produce modulation is, of course, to miss 
the point.  That tendency reflects the deeply neoliberal philosophy that 
animates the new governance.  New governance initiatives and rheto-
ric express what Jodi Short calls the “paranoid style” in regulatory 
reform: an intense worry about the risks of state coercion and bum-
bling, combined with relative insensitivity to the ramifications of pri-
vate power, which produces “a regulatory reform discourse that is anti-
thetical to the very idea of government regulation.”79  The politics of 
modulation is not a totalitarian politics.  It is a politics that originates 
in the new governance paradigm’s blind spot, in the concentrations of 
private economic and informational power that characterize informa-
tional capitalism. 

For exactly these reasons, the new privacy governance is particular-
ly ill-equipped to respond effectively to emerging practices of modula-
tion.  Its emphasis on privatized regulation and control of information 
flows via notice and choice reinforces precisely those aspects of mod-
ulation that are most troubling and most intractable.  More precise 
modulation of information flows, aided by better-informed input from 
consumers, will not provide more privacy or better privacy.  If privacy 
regulation is to provide effective shelter for socially situated processes 
of boundary management, we will need to acknowledge that privacy is 
the opposite of modulation and can exist only to the extent that 
processes of modulation are gap-ridden, transparent, and incomplete.  
A regulatory agenda for effective privacy protection will comprise 
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 77 See Frank Pasquale, Beyond Innovation and Competition: The Need for Qualified Transpar-
ency in Internet Intermediaries, 104 NW. U. L. REV. 105 (2010). 
 78 See, e.g., EUGENE VOLOKH & DONALD M. FALK, FIRST AMENDMENT PROTECTION 

FOR SEARCH ENGINE SEARCH RESULTS (2012), available at http://www.volokh.com/wp-content 
/uploads/2012/05/SearchEngineFirstAmendment.pdf; Eric Goldman, Search Engine Bias and the 
Demise of Search Engine Utopianism, 8 YALE J.L. & TECH. 188 (2006); Ryan Singel, Times Case 
for Gov Regulation of Google Search Is Weak, WIRED (July 16, 2010, 3:35 PM), http://www.wired 
.com/business/2010/07/nyt-google-regulation; Berin Szoka & Adam Thierer, Just Say No to Ma 
Bell–Era Net Neutrality Regulation, CNET (Aug. 11, 2010, 10:00 AM), http://news.cnet.com/8301 
-13578_3-20013262-38.html. 
 79 Jodi L. Short, The Paranoid Style in Regulatory Reform, 63 HASTINGS L.J. 633, 635 (2012). 



  

2013] WHAT PRIVACY IS FOR 1931 

legal and architectural strategies for restraining code’s perfectionist 
tendencies. 

The devolution of regulatory authority over secret and logically 
opaque information processing practices also will not provide more 
privacy or better privacy.  Protection against government surveillance 
is necessary if we are to avoid an Orwellian surveillance society, but it 
is neither a necessary nor a sufficient condition for avoiding the mod-
ulated society.  The capacity for citizenship and the capacity for inno-
vative practice depend importantly on the scope and reach of private-
sector information processing.  Effective privacy protection requires 
regulatory scrutiny of information processing activity on both sides of 
the public-private divide, and must include strategies for exposing 
networked processes of modulation to adequate public scrutiny. 

The implications of this analysis for the design of effective privacy 
protection are far reaching and deserve far more sustained exploration 
than the format of this Symposium permits.  Here I will simply sketch 
three of the most significant strategies for meaningful regulatory 
reform. 

First, the interstitial character of privacy suggests a need to rethink 
the conception of due process as individualized decisionmaking.  Pri-
vacy scholars and philosophers of technology have begun to question 
whether information processing practices that subject individuals to 
predictive and effectively preemptive judgments impair due process 
guarantees.80  In the era of Big Data, the most individualized judg-
ments are not necessarily the most dignifying.  Due process in the era 
of comprehensive, preemptive computation may entail limits on fine-
grained personalization in a range of public administrative processes.  
While it might seem tempting, for example, to calibrate disability ben-
efits based on the precise level of need, or to engage in real-time moni-
toring of Medicaid recipients’ food purchases to supervise nutritional 
choices, a liberal democratic society cannot simply deploy surveillance 
technologies to close the gap unfilled and unfillable by perfect technol-
ogies of justice. 

Second and relatedly, effective protection for dynamic privacy re-
quires affirmative measures designed to preserve and widen interstitial 
spaces within information processing practices on both sides of the 
public-private divide.  Adequate breathing room for personal bound-
ary management exists when legal, technical, and commercial architec-
tures are characterized by a condition that I have called semantic dis-
continuity.81  Semantic discontinuity is “the opposite of seamlessness: it 
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is a function of interstitial complexity within the institutional and 
technical frameworks that define information rights and obligations 
and establish protocols for information collection, storage, processing, 
and exchange.”82  Semantic discontinuity helps to separate contexts 
from one another, thereby preserving breathing room for personal 
boundary management and for the play of everyday practice.  It is a 
condition that we should not lightly leave behind.  A regulatory agen-
da for effective privacy protection should include the development of 
criteria for assessing semantic discontinuity and strategies for creating 
and maintaining adequate baseline levels. 

Finally, effective privacy protection requires adequate levels of op-
erational transparency about information processing practices.83  The 
power of modulation derives partly from its precision, but partly from 
its operational opacity.  Its engineers exert enormous power to shape 
the nature of innovative activity and the direction of public debate, yet 
they are not systematically held accountable to the public, and they 
should be.  The need for accountability suggests more careful attention 
to the design of ostensibly technical processes from the outset; devolv-
ing regulatory and standard-setting authority to industry consortia, as 
the new governance model dictates, simply will not do.  It also sug-
gests that both regulators and designers of networked digital artifacts 
and interfaces should experiment with ways of disrupting the comfort 
zones produced by processes of modulation, drawing attention to their 
existence, and providing individual citizens with the resources to inter-
rogate modulation’s logics and effects. 

VI.  CONCLUSION 

Writing in 1980, when the Cold War was still ongoing, political 
scientist and philosopher of technology Langdon Winner posed the 
question whether technologies can ever be said to have an inherent 
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politics.84  He argued that although most technologies become imbued 
with politics as part of the process of their development, some do have 
a more determinate politics that flows from their compatibility with 
particular political arrangements.  Networked information technologies 
are protean, and thus might seem an odd candidate for designation as 
inherently political.  And yet all information flows reduce to bits, and 
all networked digital technologies possess at least the capacity for 
modulation.  One might conclude that the inherently political charac-
ter of networked information technologies is thus very much an open 
question.  Yet it is closer to the truth, I think, to understand modula-
tion from a perspective that emphasizes economic (as opposed to tech-
nological) determinism: a variant of materialism that underscores the 
dictates of the regime of political economy within which networked in-
formation technologies have emerged.85 

What is certain is that privacy is important and urgently in need of 
preservation, and that current regulatory strategies seem unlikely to 
prove up to the task.  Imbuing our networked information technologies 
with a different politics will require both the vision to appreciate pri-
vacy’s dynamism and the will to think creatively about preserving it. 
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 84 LANGDON WINNER, THE WHALE AND THE REACTOR: A SEARCH FOR LIMITS IN AN 

AGE OF HIGH TECHNOLOGY 29–39 (1986). 
 85 See Wyatt, supra note 57, at 168. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Remove
  /UsePrologue true
  /ColorSettingsFile (Color Management Off)
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth 8
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth 8
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 300
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /JPN <FEFF3053306e8a2d5b9a306f300130d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f00200050004400460020658766f830924f5c62103059308b3068304d306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103057305f00200050004400460020658766f8306f0020004100630072006f0062006100740020304a30883073002000520065006100640065007200200035002e003000204ee5964d30678868793a3067304d307e30593002>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e0020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f0062006100740020006f0064006500720020006d00690074002000640065006d002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /FRA <FEFF004f007000740069006f006e00730020007000650072006d0065007400740061006e007400200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e007400730020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e00200049006c002000650073007400200070006f0073007300690062006c0065002000640027006f00750076007200690072002000630065007300200064006f00630075006d0065006e007400730020005000440046002000640061006e00730020004100630072006f0062006100740020006500740020005200650061006400650072002c002000760065007200730069006f006e002000200035002e00300020006f007500200075006c007400e9007200690065007500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300740061007300200063006f006e00660069006700750072006100e700f5006500730020007000610072006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006d00200075006d0061002000760069007300750061006c0069007a006100e700e3006f0020006500200069006d0070007200650073007300e3006f00200061006400650071007500610064006100730020007000610072006100200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f0073002000500044004600200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002c002000520065006100640065007200200035002e00300020006500200070006f00730074006500720069006f0072002e>
    /DAN <FEFF004200720075006700200064006900730073006500200069006e0064007300740069006c006c0069006e006700650072002000740069006c0020006100740020006f0070007200650074007400650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650072002000650067006e006500640065002000740069006c0020007000e5006c006900640065006c006900670020007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e007400650072006e00650020006b0061006e002000e50062006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /NLD <FEFF004700650062007200750069006b002000640065007a006500200069006e007300740065006c006c0069006e00670065006e0020006f006d0020005000440046002d0064006f00630075006d0065006e00740065006e0020007400650020006d0061006b0065006e00200064006900650020006700650073006300680069006b00740020007a0069006a006e0020006f006d0020007a0061006b0065006c0069006a006b006500200064006f00630075006d0065006e00740065006e00200062006500740072006f0075007700620061006100720020007700650065007200200074006500200067006500760065006e00200065006e0020006100660020007400650020006400720075006b006b0065006e002e0020004400650020005000440046002d0064006f00630075006d0065006e00740065006e0020006b0075006e006e0065006e00200077006f007200640065006e002000670065006f00700065006e00640020006d006500740020004100630072006f00620061007400200065006e002000520065006100640065007200200035002e003000200065006e00200068006f006700650072002e>
    /ESP <FEFF0055007300650020006500730074006100730020006f007000630069006f006e006500730020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000500044004600200071007500650020007000650072006d006900740061006e002000760069007300750061006c0069007a006100720020006500200069006d007000720069006d0069007200200063006f007200720065006300740061006d0065006e0074006500200064006f00630075006d0065006e0074006f007300200065006d00700072006500730061007200690061006c00650073002e0020004c006f007300200064006f00630075006d0065006e0074006f00730020005000440046002000730065002000700075006500640065006e00200061006200720069007200200063006f006e0020004100630072006f00620061007400200079002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004e00e4006900640065006e002000610073006500740075007300740065006e0020006100760075006c006c006100200076006f006900740020006c0075006f006400610020006a0061002000740075006c006f00730074006100610020005000440046002d0061007300690061006b00690072006a006f006a0061002c0020006a006f006900640065006e0020006500730069006b0061007400730065006c00750020006e00e400790074007400e400e40020006c0075006f00740065007400740061007600610073007400690020006c006f00700070007500740075006c006f006b00730065006e002e0020005000440046002d0061007300690061006b00690072006a0061007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f006200610074002d0020006a0061002000520065006100640065007200200035002e00300020002d006f0068006a0065006c006d0061006c006c0061002000740061006900200075007500640065006d006d0061006c006c0061002000760065007200730069006f006c006c0061002e>
    /ITA <FEFF00550073006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e007400690020005000440046002000610064006100740074006900200070006500720020006c00610020007300740061006d00700061002000650020006c0061002000760069007300750061006c0069007a007a0061007a0069006f006e006500200064006900200064006f00630075006d0065006e0074006900200061007a00690065006e00640061006c0069002e0020004900200064006f00630075006d0065006e00740069002000500044004600200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f00700070007200650074007400650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000700061007300730065007200200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f0067002000730065006e006500720065002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006e00e40072002000640075002000760069006c006c00200073006b0061007000610020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f600720020007000e5006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b0072006900660074002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e0020006b0061006e002000f600700070006e006100730020006d006500640020004100630072006f0062006100740020006f00630068002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006100720065002e>
    /ENU (Use these settings to create PDF documents suitable for reliable viewing and printing of business documents. The PDF documents can be opened with Acrobat and Reader 5.0 and later.)
  >>
>> setdistillerparams
<<
  /HWResolution [1200 1200]
  /PageSize [612.000 792.000]
>> setpagedevice


